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Part I 

Overview

Across the country, employers are increasingly using data and algorithms in ways that stand to 
have profound consequences for wages, working conditions, race and gender equity, and worker 
power. How employers use these digital technologies is not always obvious or even visible to 
workers or policymakers.1 For example, hiring software by the company HireVue generates scores 
of job applicants based on their tone of voice and word choices captured during video interviews.2 
Algorithms are being used to predict whether workers will quit or become pregnant or try to 
organize a union, affecting employers’ decisions about job assignment and promotion.3 Call center 
technologies are analyzing customer calls and nudging workers in real time to adjust their behavior.4 
And grocery platforms like Instacart are monitoring workers and calculating metrics on their speed as 
they fill shopping lists.5 

In these and many other examples, business operations and decisions are informed by near-constant 
collection and analysis of worker data. This trend toward data-driven workplaces has been 
exacerbated by the COVID-19 pandemic, with workers experiencing more invasive forms of 
monitoring, both inside the workplace (such as tracking social distancing behaviors) and in remote 
workers’ homes (such as keystroke tracking).6 And Amazon’s warehouse and delivery workers took 
the brunt of skyrocketing demands for delivered goods, with constant surveillance and productivity 
tracking software pushing the pace of work to an alarming rate and putting workers’ health at risk.7 

As a country we are finally talking about consumers and their technology rights, whether it’s about 
the data that social media companies are gathering and selling or the manipulation of elections via 
fake news postings. New policy responses are also starting to emerge. Consumer data privacy bills 
are proliferating at the state and federal levels, localities are banning the use of facial recognition 
technologies, and civil liberties groups are suing social network platforms over discrimination in ads 
targeted by race, gender, and age. The tech sector itself is engaging in debates about the ethics and 
regulation of artificial intelligence.

By contrast, despite the proliferation of “future of work” conferences and white papers, there has 
been almost complete silence in policy discussions when it comes to workers and their technology 
rights.8 This, despite the fact that workers currently have very little say about what data is collected 
on them, how employers are combining that data with algorithms to make decisions about them, 
and how these systems impact their jobs and livelihoods. 
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The almost complete lack of regulation means that there are strong incentives for employers to use 
digital technologies at will, in ways that can directly or indirectly harm workers. Similarly, developers 
are largely free to sell untested and faulty systems based on dubious science, exacerbating the 
potential harms against workers.9 Those harms can take the form of work intensification and 
speed-up; deskilling and automation; hazardous working conditions; growth in contingent work; 
loss of autonomy and privacy; discrimination; and suppression of the right to organize. Of particular 
concern is that workers of color, women, and immigrants can face direct discrimination via systemic 
biases embedded in these technologies, and are also most likely to work in occupations at the 
front lines of experimentation with artificial intelligence. A future where workers labor in digital 
sweatshops, micro-managed with no autonomy and under 
constant pressure, is not too difficult to imagine.10 This is 
already the reality for some workers.

In short, it’s time to recognize that workers have important 
and legitimate interests regarding the use of data and 
algorithms, just as consumers do. The discussion of 
technology rights needs to be extended into the workplace, 
explicitly confronting the fundamental imbalance in power 
between workers and the firms they work for—whether 
as employees, subcontracted workers, or independent 
contractors. Will data-driven technologies be used to benefit 
workers and enable them to thrive in their jobs? Or will 
technology be used to oppressively control labor, deskill 
jobs, suppress the right to organize, and reinforce race and 
gender inequality? 

Public policy has a pivotal role to play in answering these 
questions. Technology is not inherently good or bad, but 
neither is it neutral; the role of workplace regulation is to 
ensure that technologies serve and respond to workers’ 
interests and to prevent negative impacts. Regulation is all 
the more important because employers themselves often 
do not understand the systems they are using. What we 
need, then, is a new set of 21st century labor standards 
establishing worker rights and employer responsibilities for 
the data-driven workplace. These standards should be established both in public policy, which is our 
focus here, and in collective bargaining agreements in unionized workplaces.

The goal of this report is to give policymakers and other stakeholders an understanding of trends in 
the data-driven workplace and a framework of the technology rights that workers need and deserve. 
In Part I, we describe data-based technologies, how they are being used in a wide range of industries, 
and the potential harms for workers.11 We then lay out in Part II a new set of policy principles that 
give workers rights with respect to their data; hold employers responsible for any harms caused by 
their systems; regulate how employers use algorithms and electronic monitoring; ensure the right 
to organize around technology; guard against discrimination; and establish a strong enforcement 
regime.

WORKER 
VOICES

“I have anxiety just because I’m 
constantly scanning things, trying 
to be fast. They have this chart 
up that they would post after 
every break and it would show 
the number of items everyone 
was scanning and it would make 
everyone, it would make me feel 
like I had to hurry up or be faster. 
It gave me anxiety and physically 
wise, it was just moving fast to 
box faster or scan things faster.

A former warehouse worker, speaking 
about the stress of productivity quotas:
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We view these technology rights and protections as the bedrock upon which to build an economy 
that works for everyone. Ultimately, the goal is that workers fully participate in decisions over which 
technologies are developed, how they are used in the workplace, and how the resulting productivity 
gains are shared. This participation need not and should not be anti-innovation, because workers 
have a wealth of knowledge and experience to bring to the table. Dehumanization and automation 
are not the only path. With strong worker protections in place, new technology can be put in the 
service of creating a vibrant and productive economy built on living wage jobs, safe workplaces, and 
race and gender equity. 
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Part I 

Part I 

The New Workplace Technologies

The revolution in big data and artificial intelligence of the past two decades has yielded a wide 
array of tools that employers can use to capture and analyze worker data, electronically monitor 
their workers, and manage them using algorithms.12 Of course, data analytics applied to work 
processes is not new; for example, Taylorism and scientific management formed the linchpin of mass 
industrialization.13 But today, we are seeing employers develop new business models and methods 
of worker control and productivity management based on digital systems that have the potential to 
substantially affect working conditions, job quality, and race and gender equity. 

It is important to understand that the data-driven workplace is an emerging trend; we are just at 
the beginning of both the development and the adoption of these digital technologies. Moreover, 
the lack of regulatory oversight has turned workplaces into sites of experimentation with these 
systems, many of which are hidden from workers, policymakers, and researchers. That said, below we 
give a brief overview of data-driven technologies being developed for and deployed in workplaces, 
provide examples of applications in a range of industries, and identify potentially harmful impacts 
on workers. We draw on interviews with technology and labor experts, including workers, as well as 
technology vendor materials and extensive secondary research conducted by us and others.

A brief overview of data and algorithms
Data-driven technologies can range from the mundane (such as resume-parsing technologies that 
identify keywords and skills) to the incredibly complex (such as computer vision-based detection of 
human activities). Here we give a simple review of these technologies and how they are used.

Worker data collection: Employers can collect an extensive array of data about workers. Some 
of it is gathered in the workplace, such as computer activity, location in the building, customer 
ratings, bathroom use, coworker interactions, and smartphone app interactions. Other data is 
bought from third parties, like social media activity, credit reports, driving history, and consumer 
activity. Some of this data, such as criminal background checks, has been collected by employers for 
decades. More recently, as new wearable sensors have become available, employers have partnered 
with technology vendors and wellness programs to collect more personal biometric and health 
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and wellness data. Methods of data collection range from directly soliciting data from workers 
(and customers) through surveys or data mining the internet, to microphones embedded in worker 
badges. Employers may collect worker data themselves, but they may also contract with third-party 
firms to do so; an entire ecosystem is emerging of businesses engaged in collecting, processing, 
and selling worker data. New technologies continue to be developed at a rapid pace, expanding the 
range of worker data that can be captured.14

Electronic monitoring: Electronic monitoring is a 
particularly invasive form of data collection that entails 
extensive, and often continuous, monitoring of worker 
behaviors and actions. While not new, electronic monitoring 
has become more common with the development of passive 
data collection technologies such as sensors embedded 
in workplace equipment, devices, and wearables (e.g., 
wristbands) that can capture a wide range of data on worker 
location, activities, and interactions with coworkers. Likewise, 
systems that log keystrokes and capture screenshots enable 
employers to monitor computer and internet activity. 
Employers also use GPS technologies embedded in vehicles 
or in workers’ personal smartphones to monitor their 
presence on job sites and track their locations while out in 
the field. More recently, sophisticated monitoring systems 
based on advances in computer vision and human detection 
are being used to analyze in real time video captured by 
workplace cameras.15

Algorithms: An algorithm, in its simplest form, is a set of 
rules in computer programming code for solving a problem 
or performing a task based on input data. Computers are 
able to complete tasks independently by following the 
instructions outlined by the algorithm. The simple version 
of an algorithm is like a cookbook recipe: the algorithm 
is simply following a set of commands dictated by the 
programmer for how to transform the ingredients (data) into 
a meal (an employer objective). But recent advancements 
in artificial intelligence research have resulted in much 
more complex algorithms. The more advanced versions of 
these algorithms accomplish tasks and make decisions by mimicking human capacities to reason, 
learn, and recognize visual objects, text, and speech. The key point to understand is that algorithms 
transform input data into technological outputs, which can take the form of everything from 
promotion recommendations and instructions for delivery drivers, to chatbots and semi-autonomous 
service robots that complete job tasks.16 

WORKER 
VOICES

“Unstable scheduling means that 
you miss out on simple, joyful 
things in life. It also means 
taking public transportation 
at dangerous times. It’s hard 
to even sleep regularly when 
your employer demands you 
work 2 p.m. to 11 p.m. and then 
7 a.m. to 4 p.m.  Recently, the 
company moved to the other 
extreme and schedules are now 
so fixed that they don’t allow for 
the unpredictable human life 
events that come up. Asking for 
a schedule change is terrifying 
because management is willing 
to cut your hours all together.

A former retail store worker, talking 
about the impact of scheduling software:
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Workplace applications: Employers use data collection, electronic monitoring, and algorithms 
for a wide range of functions and purposes in the workplace, including:

• Human resource analytics, such as hiring, performance evaluation, and on-the-job training. 
Hiring software is an especially important example, because employers are increasingly 
using it to partially or even wholly automate the recruitment, screening, and evaluation of 
job candidates—with substantial risk of bias and discrimination.17

• Algorithmic management, such as workforce scheduling, coordination, and direction of 
worker activities. Productivity management systems are an especially important example, 
where employers use electronic monitoring and algorithms to closely track workers’ 
productivity, set quotas, and make consequential decisions such as discipline or firing 
based on performance metrics.18 

• Task automation, where some or even all tasks making up a job are automated using 
data-driven technologies. Examples are computer analysis of security surveillance footage, 
semi-autonomous service robots, and self-driving cars. One of the most common scenarios 
is partial task automation, where employers use technology to augment (but not replace) 
workers’ jobs, such as in the use of customer service chat bots in the retail industry.19

It is important to understand that data-driven technologies are, in the end, creatures of their creators 
and users. Humans make decisions about the objectives, design, and implementation of these 
systems.20 In the workplace, employers decide if, when, and how to use electronic monitoring; which 
performance metrics to use; which management decisions or functions to automate; and whether to 
continue using productivity systems that are potentially harmful to workers’ bodies.21 

Industry examples of workplace applications
In what follows, we give concrete examples of how data-driven technologies are being used in a wide 
range of workplaces. This is not a comprehensive inventory. Our goal is to illustrate the diverse ways 
that employers are using data collection, electronic monitoring, and algorithmic management, with 
a focus on industries that often pay low wages and depend on the labor of workers of color, women, 
and immigrants.

Call centers
While call center employers have monitored workers for decades, basic audio recordings of calls are 
increasingly being replaced by much more advanced monitoring and performance management 
systems. 

Remote monitoring: Remote working in the pandemic has both highlighted the use of existing 
technologies to monitor workers and accelerated the adoption of new technologies. For example, 
Teleperformance, a call center company that provides remote call center services, uses webcams 
with a computer vision system that monitors workers at their computers and attempts to detect 
whether they are following company policies. If the system detects a work rule violation (such as 
non-work use of a mobile phone), it can send real-time notifications to a manager who can intervene 
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and address the issue with the worker immediately. Multiple 
studies have documented the negative stress-related health 
effects of this intense level of electronic monitoring.22 

Worker guidance and performance scoring: One 
technology vendor, Cogito, designs technology systems 
intended to help call centers improve customer service 
and efficiency. Its system monitors, records, and analyzes 
conversations and other interactions between call center 
employees and customers. Based on an analysis of customer 
sentiment and call center worker behavior, the system 
provides real-time behavioral guidance to workers on a 
computer dashboard, coaching them to express more 
empathy, pace the call more efficiently, or exude more 
confidence and professionalism. Supervisors also have access 
to a dashboard that notifies them of problematic situations 
and provides a “customer experience score” based on the 
worker’s performance metrics such as call efficiency, sales 
conversions, and customer churn.23

Warehouses and distribution 
centers
Warehouses and distribution centers have been early 
adopters of electronic monitoring and algorithmic 
management tools to manage inventory and staff. 

Productivity monitoring: The warehouse industry is at the forefront of adopting automated 
labor management systems designed to increase worker speed and decrease error rates. These 
systems often rely on a granular level of electronic monitoring to set productivity quotas. Data 
collected from handheld or wearable product barcode scanners enable firms to track workers’ scan 
rates, errors, and lag time between scans (which can result in workers being penalized for too much 
time “off task”). These systems can also send performance notifications to workers nudging them 
to increase their pace or accuracy. In some systems, productivity scores can be shown in real time 
on video-game “leaderboards,” pitting workers against each other. Managers can monitor workers 
and receive reports on their productivity metrics. The systems can even send automated notices to 
human resources to fire workers for repeated low productivity scores.24 

Task direction systems: Another type of warehouse technology focuses on directing worker 
tasks, especially picking products to fulfill orders. Two examples of these systems are voice-directed 
systems and autonomous mobile robot picking carts (also known as “lead me” carts). Both systems 
use algorithms that perform a variety of tasks, from analyzing warehouse workflow to assigning 
tasks and optimal picking routes to individual workers. “Lead-me” carts direct workers from one 
warehouse location to another, setting the pace of work and instructing the worker on what product 
and quantity of items to pick at each stop. Voice-directed systems provide workers with verbal 

WORKER 
VOICES

“I love constructive criticism, 
I’m all for it. If I’m not doing 
something the right way, or if I 
could have done something a 
better way, I’m open to change 
and I’m flexible when it comes 
to that. But in the workplace, in 
the call center atmosphere, it 
becomes increasingly stressful 
because of fear of loss of your 
job. It instills a little bit of 
anxiety in me, it did and it still 
does. It mainly gears you towards 
the fact of what you’re not doing 
correctly.

A fraud call center worker at a bank, 
talking about productivity monitoring:
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step-by-step instructions on how to navigate the warehouse and which items to pick. Workers wear 
headsets with microphones and carry mobile devices equipped with speech recognition systems 
that enable workers to receive directions and verbally confirm task completion to the system. Both 
systems enable a granular level of monitoring of worker activities and provide managers with 
extensive data analytics on worker performance.25

Home care 
As the U.S. population ages and demand for home care 
services for elderly and disabled people continues to grow, 
new technologies designed to monitor and manage home 
care workers are proliferating.

Electronic visit verification systems: In an effort 
to prevent fraud, the federal 21st Century Cures Act of 
2016 included a provision requiring states to implement a 
system of electronic visit verification (EVV) for home care 
services reimbursed under Medicaid to ensure that services 
are actually rendered to those who qualify for home care 
assistance. The Cures Act requires that EVV systems provide 
a means to verify the date, time, location, and type of service 
provided, as well as the individuals providing and receiving 
the service. However, EVV implementation varies widely 
across states and in its degree of invasiveness for workers. 
In California, the home care worker is only required to 
enter relevant visit data into an online portal. Other states 
issue handheld devices, which the worker uses to clock 
in and out and record service data during the home care 
visit. Some states require workers to install an app on their 
smartphones that tracks their location in real time. In the 
most invasive version of EVV, states may also opt to include 
biometric recognition systems, such as facial recognition or 
fingerprints, to verify the identity of the home care worker or 
recipient.26 

Home care apps: Two types of home care platforms—
or apps—are increasingly being used in the industry: (1) 
on-demand platforms that manage the labor and payment 
transaction between a care provider and customer, and (2) marketplace platforms that provide 
a listing of available workers to individual households who then employ workers directly. On 
marketplace platforms, such as Care.com, clients can view worker profiles to find and select service 
providers. Worker profiles display performance metrics based on data compiled by the platform, such 
as customer request response times and customer ratings (which have the potential to perpetuate 
discrimination against people of color and immigrants in hiring and wage offers).27 These ratings 
have a significant impact on which workers will be featured in customers’ searches, and therefore on 
their likelihood of finding work.

WORKER 
VOICES

“There is always the assumption 
that a family seeking care must 
be given assurances that their 
loved ones are in safe hands, 
and they are given the option to 
select providers who have passed 
“rigorous safety checks.” However, 
there is very little impetus to 
consider that providers may 
very well also be someone’s 
loved one—how is their safety 
guaranteed? I have been in 
positions where I have felt 
sexually harassed, threatened, 
and humiliated by care seekers, 
yet there is no data trail available 
to alert other platform users to 
their behaviors. Is my safety and 
dignity less valuable?

A nanny, talking about an online job 
matching platform and its lack of  

worker protections:

http://Care.com
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Retail and grocery
In addition to using technology to have customers do their own check-out, the retail industry is also 
at the forefront of using technology to collect data, monitor, and manage workers.28 Key examples 
include:

Background checks and social media monitoring: Large retailers often deploy hiring 
technologies to help process large volumes of job applications. One company, HireRight, offers 
services tailored to the retail industry. In addition to standard checks for criminal records, 
immigration status, and other background screenings, HireRight maintains a retail theft database 
of employer reports of employee shoplifting, theft, or fraud—including alleged thefts that 
never resulted in legal action. Despite multiple legal challenges, retail theft databases remain 
legal. Likewise, criminal background checks are often plagued with errors. Moreover, given the 
well-documented racial bias in the criminal justice system, even accurate background checks can 
perpetuate racial discrimination and labor market exclusion. HireRight also recently developed a 
partnership with a technology vendor specializing in data mining job candidates’ personal social 
media accounts, to predict the risk that job candidates may be whistleblowers. The same strategies 
have also been used to identify worker organizing activities.29

Workforce scheduling systems: Over the past decade, many retailers have adopted scheduling 
optimization systems. These systems draw on a variety of data to predict customer demand, make 
decisions about the most efficient workforce schedule, and generate schedules that can adjust in 
real time as new data becomes available. Some systems, such as Percolata, use computer vision and 
algorithms to monitor and measure in-store customer traffic and worker activities. The Percolata 
system then estimates sales productivity scores for each worker and creates schedules based 
on those scores. Scheduling optimization systems can be programmed to incorporate worker 
preferences or to prevent back-to-back (“clopening”) or erratic schedules. However, these capabilities 
are often not fully enabled by managers and programmers, which can result in highly variable, 
unpredictable, and discordant schedules for workers.30 

Grocery delivery apps: One of the most substantial technological changes in the grocery 
industry over the past few years has been the introduction of order fulfillment and food delivery 
platforms. One of the largest, Instacart, allows customers to monitor and communicate with workers 
as they shop for and scan each item on the customers’ grocery list, receive notifications of estimated 
delivery times, and rate workers’ performance. The platform also tracks and generates metrics on the 
workers’ accuracy, speed in fulfilling orders, degree to which they follow scripted language in chat 
conversations with customers, as well as their customer ratings. Workers receive regular notifications 
regarding their performance and are penalized for not meeting speed and quality metrics, which 
can result in firing or removal from the platform.31 Another grocery platform app, Shipt, translates 
performance metrics into an “effort-based” pay algorithm that obscures how pay is calculated and 
has been shown to distribute pay inequitably among workers.32 It is important to note that grocery 
stores are themselves also adopting monitoring technologies (e.g., barcode scanners, computer 
vision systems, etc.) to evaluate and score the performance of their in-house workers.
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Janitorial and security services
The building services industry is increasingly adopting workforce management systems that rely on 
cloud-based platforms and mobile apps to manage and track workers such as janitors and security 
guards. 

Janitorial services: Many janitorial companies have turned to platform-based systems to 
manage their workers. These systems serve a wide range of functions, from allowing workers to view 
pay stubs and check work hours to requesting time off and completing training modules. Some 
systems enable workers to clock in and out for shifts, submit maintenance reports, and send and 
receive notifications to supervisors. More advanced systems rely on algorithms to optimize cleaning 
routes and assign job tasks to workers, and then require workers to scan QR codes to verify they’ve 
completed a task. Others may include GPS to track workers’ presence on a job site, detect rule 
violations (e.g., late check-ins), and send alerts to managers. GPS-based monitoring systems can 
easily extend employers’ ability to monitor workers well beyond the workplace and work activities.33 

Building security: Building security companies are deploying similar platform-based 
management systems as the janitorial industry. Many of the functions are the same (e.g., human 
resources features, job task verification and monitoring). However, some security guard management 
systems also allow workers to report incidents by uploading time-stamped photos (with geolocation) 
or notes from their phone. More advanced systems rely on complex algorithms to analyze data 
collected through CCTV video cameras and building sensors and automate decisions about when to 
deploy frontline security guards. Some of these systems are designed to classify objects in the video 
stream (such as firearms) while other systems use facial recognition systems to identify potential 
shoplifters. This raises questions of responsibility and accountability, given that these systems are not 
error proof—i.e., will workers be blamed when the systems make an error.34

Transportation
Employers in the transportation industry use a wide range of technologies to monitor, manage, and 
direct workers who drive passengers or deliver goods. 

Driver monitoring: Truck and delivery fleet drivers are subject to extensive electronic monitoring. 
For example, sensors in trucks track everything from location, braking and acceleration patterns to 
lane changes, speed, and seatbelt use. Additionally, dash cams and audio recording technologies 
monitor and collect data on driver activities in the truck cab. Increasingly, these data streams are 
further analyzed using computer vision systems along with facial analysis and object recognition 
techniques to identify driver fatigue or driver distractions, such as texting or eating while driving. 
These systems enable fleet managers to exert control over workers by setting quantified metrics to 
evaluate driver performance and challenge workers’ accounts of driving conditions.35

Transportation platforms: Transportation platform companies such as Uber and Lyft offer 
on-demand services to customers by dispatching drivers (typically misclassified independent 
contractors) to pick-up and drop-off locations and coordinating communications through their apps. 
Not only do the platforms handle payment between parties, they set the price of the service and 
receive a percentage of the transaction. The platform app enables the companies to manage workers 
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from afar, directing their activities, sending them notifications, and monitoring and collecting data 
on their behaviors. Moreover, the companies use incentives and penalties to shape worker decisions 
(e.g., when and for how long to drive). Drivers can be penalized for canceling or declining dispatches 
or for poor customer ratings, which in some cases can result in deactivation from the platform.36 

Restaurants 
Although the restaurant industry has experimented with 
robots and other types of automation, customers still largely 
prefer human servers. Therefore, restaurants have turned 
to technologies that cater to customers and monitor staff 
performance.

Self-service ordering: Restaurants are increasingly 
installing tabletop tablets that allow customers to browse 
menus, self-order food, and pay at the table. Some systems 
connect the tabletop ordering system with wearables, such as 
watches, that enable staff and managers to receive real-time 
notifications of customer requests or complaints. At the 
end of the meal, these systems can also prompt customers 
to fill out a satisfaction survey to rate their experience 
and their server. Some systems translate customer ratings 
into a score that restaurants can use to evaluate servers, 
effectively shifting managerial evaluation to the customer. 
Research has shown that relying on customer ratings for 
worker performance metrics can facilitate harassment and 
perpetuate discrimination.37

Performance monitoring: Another emerging 
technology in the restaurant industry is the use of electronic 
monitoring to analyze workers’ job performance. For 
example, the company Presto has developed a computer 
vision system that analyzes video data streams to automatically classify objects and human activities 
(and therefore flag, for example, long wait times for food or untidy waiting areas). The system uses 
this analysis to generate scores of likely customer experience. Based on these scores, the system 
can send real-time notifications to staff so that they can address issues immediately, as well as 
individual performance reports to managers. The company offers a similar product to monitor 
fast-food workers as they process orders for drive-thru customers; this system purports to identify 
worker errors and evaluate job performance. Not surprisingly, computer vision systems that classify 
human activities can easily produce inaccurate, unfair, or biased analyses, which, when coupled with 
algorithmic assessments of worker performance, can negatively impact workers.38

WORKER 
VOICES

“There was one time where a 
customer was upset because the 
food was taking forever and I 
kept checking with the kitchen 
and checking in on the table to 
apologize. They were rude but I 
was still professional and told 
them we were short staffed. But 
they left a really bad review on 
Yelp after and even named me. 
The manager spoke to me about 
it and didn’t give me the benefit 
of the doubt, even though I told 
him I can’t control how fast the 
food comes out of the kitchen.

A restaurant waiter, speaking about the 
impact of online customer reviews:
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Hotels
The hotel industry has increasingly adopted a suite of 
technologies to monitor and manage front-line workers, 
especially housekeepers. 

Worker safety: The hotel industry has begun to introduce 
“panic buttons” to protect hotel workers from sexual assault 
and harassment (largely as a result of legislation supported 
by unions and requirements of collective bargaining 
agreements). Panic buttons are devices that housekeepers 
and other isolated workers carry with them while working, 
which when activated will notify security or emergency 
personnel of the worker’s precise location. The buttons rely 
on technologies, such as Wi-Fi and GPS, and can vary from 
simple devices that transmit a signal only when activated, 
to more complex systems that enable continuous real-time 
location tracking. These features can be used by employers 
for purposes other than worker safety, such as collecting 
data on workers’ location that can be used to evaluate job 
performance. When these systems are not strictly regulated, 
they potentially expose workers to data privacy and security 
risks.39

Service optimization: Hotels are increasingly adopting service optimization systems that 
automate task prioritization and delegation. These systems are designed to achieve a specified 
management objective, room cleaning order, or personalized VIP services. When guests check out 
of their room or request services, the system automatically delegates the task to a worker based 
on criteria such as their proximity or workload. Through a smartphone or tablet, workers receive 
notifications and an ordered task list, which can change in real time throughout the day. Managers 
can also access the system to communicate with workers, manually delegate tasks, and monitor 
workers’ activities. These systems can lead to incoherent task prioritization, unrealistic productivity 
expectations, and work intensification for jobs that are already physically demanding and prone to 
injuries.40

Health care
The COVID pandemic has prompted a profound revolution in health care with the expanded use of 
telehealth, but other technologies impacting workers have been introduced as well.41

Hand-hygiene monitoring: Hospitals are increasingly using automated hand-hygiene 
compliance monitoring (HHCM) systems to monitor workers’ handwashing behaviors. The most 
advanced systems use sensors and wearables (e.g., badges) to link soap or sanitizer use with 
workers’ entrance or exit in rooms or their proximity to patients. Some systems alert workers in real 
time (via color-coded lights, wristband vibrations, etc.) if the system detects non-compliance with 
handwashing protocols (e.g., did not wash hands long enough). Alternatively, some systems provide 

WORKER 
VOICES

“A robot can’t clean a lot of these 
rooms, there’s just no way they 
can get them sterile across 
all the surfaces that a patient 
interacts with. So that leaves 
us as environmental services 
professionals cleaning up after 
the robots, and fixing their 
mistakes. I’d rather do it right 
myself the first time and know 
it’s safe for the patient.

An environmental services worker in 
a hospital, talking about working with 

cleaning robots:
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positive feedback to workers on their compliance. HHCM systems can allow managers to view data 
in real time and generate handwashing performance reports at the department, team, or individual 
level. But studies have questioned the accuracy of some of these systems and raised concerns for 
their validity in measuring compliance, which could result in unfairly disciplining workers.42

Service robots: Health care industry adoption of semi-autonomous robots is on the rise and 
appears to be accelerating with the COVID pandemic. For example, workers use delivery robots, 
or “smart carts,” to transport materials (e.g., linens, meals, lab specimens) to other workers. Floor 
cleaning robots vacuum or scrub floors along a preset route programmed by workers, who also 
monitor and support their operation. Semi-autonomous robots rely on a variety of technologies—
such as Wi-Fi, cameras, lasers, infrared and ultrasonic sensors, and GPS—to navigate hospital 
corridors and avoid human and nonhuman obstacles. Unlike algorithmic systems that monitor 
and make decisions about workers, service robots rely on algorithms to navigate their physical 
environment and work alongside workers. Importantly, hospital staff must be trained on how 
to work around robots and support their functioning in the complex hospital environment. This 
raises questions of responsibility and accountability, given that workers often take the blame for 
automation failures.43

Construction
The construction industry has incorporated technologies that can monitor workers’ locations on job 
sites, and scan for safety hazards to prevent injuries on the job. 

Location monitoring: The construction industry is increasingly adopting workforce management 
systems that rely on geofencing and geolocation technologies. Geofencing software works by setting 
a virtual boundary around an area using GPS coordinates and detects when a mobile device crosses 
that boundary. These systems operate through apps installed on workers’ mobile phones that can 
tap into the phone’s GPS function and automatically clock workers in and out as they enter and exit 
the job site. Construction companies can also use these systems to track travel times between job 
sites or location histories of where workers traveled throughout the day. Managers can access a 
dashboard with real-time tracking data and receive alerts, such as workers clocking in outside of a 
designated job site.44 

Safety monitoring: Safety monitoring systems are gaining momentum in the construction 
industry. Construction firms are increasingly using computer vision and complex algorithms to 
analyze video footage and classify whether workers are compliant with safety protocols (e.g., wearing 
proper personal protective equipment). Some companies have adapted these systems to detect 
workers’ compliance with COVID-19 protocols, like social distancing or mask wearing, and then send 
real-time alerts to workers and managers. Other companies have designed systems that focus on 
preventing accidents, for instance, by tracking workers as they walk through job sites and predicting 
in real time whether their trajectory places them at risk of being hit by heavy machinery. If the system 
determines a likely accident, it will alert the worker through vibrations on a wristband and disable the 
equipment to avoid possible injury.45 
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Public sector
In an effort to streamline and improve access to governmental services, and to manage an uncertain 
budgetary environment, the public sector is adopting new technologies that have important 
implications for its workers and their jobs—including teachers, social workers, and customer service 
agents.

Automated benefit application support: Government agencies handle a high volume of 
customer contacts, most commonly for benefit program applications and for inquiries (e.g., benefit 
eligibility). In the past, workers reviewed paper applications or computer forms. However, agencies 
are increasingly adopting a variety of technologies to keep up with the growing volume of benefit 
applications and inquiries. For example, some agencies have turned to chatbots or virtual assistants 
that use natural language processing technology (similar to that found in Apple’s Siri or Amazon’s 
Alexa) to answer simple questions or help people navigate applications. Other systems automatically 
process and review digital benefit program applications entered through phone apps or websites. 
Due to the large volume of work, these systems have typically not reduced jobs, but instead have 
resulted in workers handling more complex calls the system is unable to navigate. This shift can lead 
to work intensification and burnout, particularly if training is inadequate and workload measures do 
not reflect the changing level of complexity.46

Automated decision-making tools: Some government agencies have adopted or piloted 
technologies that automate decision-making for social services. Agencies are adopting these systems 
for two reasons: (1) to address concerns about bias or inefficiency in human decision-making, and (2) 
to help prioritize large caseloads when there is limited staffing. For example, agencies have adopted 
decision-making algorithms to identify priorities for investigations, such as responses to child 
protective services reports or domestic violence calls. While these technologies may replace some 
of the decisions previously made by humans, they can also free up social workers’ time, allowing 
them to focus on directly working with families. Many of these systems have received attention 
from scholars and advocates concerned about algorithmic harms against the public, especially in 
low-income communities and communities of color. However, a growing body of research also 
points to potential risks that these systems can pose for workers, such as loss of discretion in 
decision-making and being held responsible for negative outcomes for clients.47

A note on COVID
In some industries, the coronavirus pandemic has accelerated the adoption of data-driven 
technologies. An obvious example is electronic monitoring of social distancing behaviors to 
prevent the spread of the virus. Related, some companies added new features to existing worker 
management software, such as time-clock apps with “touchless” facial recognition features. Another 
example comes from the sudden and significant shift to remote work, which prompted increased use 
of webcams and other tracking software to monitor workers’ productivity more closely while working 
from home. Many restaurants and retailers have added delivery or curbside pick-up options, using 
third-party online ordering and delivery apps. And when shelter in place orders relaxed and hiring 
started again, many employers turned to virtual recruiting technologies, such as video interviews and 
algorithmic systems, to parse through applications and rank job applicants.48 It is too early to assess 
how much of this technology adoption will become permanent, but the pandemic clearly introduced 
many employers to the power of data and algorithms.49
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Potential harms for workers
Currently, much of the policy discussion about data rights is focused on privacy concerns, in part 
because the main focus has been on consumers. But with the advent of flawed systems based on 
faulty data and pseudoscience and powerful technologies such as facial recognition, there is growing 
understanding that the potential harms of new technologies extend far beyond privacy. This is very 
much the case for workers, given the diverse set of hiring, management, and monitoring tools based 
on data and algorithms reviewed above. 

We are only beginning to understand the full range of possible negative impacts on workers. Note 
that these harms are not inevitable; data-driven technologies can also be used to help workers, make 
them safer, reduce monotony, and improve their work lives. But first and foremost, the goal of public 
policy should be to prevent harms to workers, which include but are not limited to the following: 

Discrimination
So far, the harm for workers from data-driven technologies that has been best documented is 
discrimination based on race, gender, age, disability, and other categories, especially in hiring 
software.50 The classic scenario is a hiring algorithm that is trained to look for job candidate 
characteristics that match a company’s current workforce, inevitably replicating the demographics— 
often white and male—of that workforce. But importantly, women and workers of color may also 
be disproportionately subject to harms from data-driven technologies because of the occupations 
where they work, especially low-wage jobs like warehousing and call centers where experimentation 
with invasive monitoring or algorithmic management is more likely.

Work intensification and health and safety harms
One of the key applications of data-driven technologies is to monitor and manage worker 
productivity, which is not harmful in and of itself. But when an employer uses technology to minutely 
track and relentlessly push workers to achieve greater productivity, the negative effects can quickly 
make themselves felt. Work intensification can have direct impacts on workers’ physical health and 
safety, as evidenced in the high injury rates that have been documented in Amazon’s warehouses.51 
Moreover, electronic monitoring to closely track workers’ every move can significantly affect their 
stress levels and mental health.52 Extensive research has also linked job-related stress to ulcers, 
cardiovascular disorders, and other negative physical health consequences for workers.53

Deskilling and job loss
Data-driven technologies can be used to routinize jobs and break them into discrete simplified tasks, 
accompanied by measuring and monitoring of performance. While the employer’s main goal may be 
to increase efficiency, the result for workers can be deskilling of their jobs, narrowing the scope of 
their work, and increasing repetition.54 The downstream consequences can be significant, in the form 
of lower wages, less access to training (since the job has been deskilled), and decreased job mobility. 
Depending on the industry, task standardization can then in turn also lead to partial or wholesale 
automation of those jobs, since the data gathered in real time on workers performing each task 
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can then be used to train robots or algorithms to eventually take over. For example, chatbots learn 
by example as they listen in on call center agent calls, and algorithms to be used in autonomous 
vehicles learn from hours of monitoring truck drivers.55 

Lower wages and less economic mobility

Data-driven technologies can affect workers’ wages through multiple routes.56 Some can be direct—
for example, when a job candidate is disqualified by an automated hiring system using criteria that 
are not obviously related to job performance and/or that tend to disfavor workers from marginalized 
groups. Wage theft is another direct example, as when time keeping software automatically 
deducts breaks (even if workers aren’t able to take them), or when intense productivity quotas 
discourage workers from taking the paid rest breaks they 
are legally entitled to.57 Other times the effects on wages 
can be more indirect. For example, when a job is deskilled 
and routinized by advanced technologies, it is effectively 
turned into a dead-end job. In a similar vein, an algorithmic 
management system may make recommendations to an 
employer about job assignments or promotions in ways that 
hurt the long-term career mobility of a worker. Data-driven 
technologies can also indirectly serve as gatekeeper to the 
labor market, if qualified workers have limited tech literacy or 
lack access to broadband internet.58

Contingent work
As new technologies enable remote monitoring and 
management of workers, the incentive for employers to 
outsource previously in-house jobs to subcontractors, 
staffing agencies, or platform-based work is high—and 
with it, the increased likelihood of misclassifying workers 
as independent contractors. A key reason that employers 
outsource is to avoid bearing the full costs of employing 
workers directly, such as having to pay the minimum wage, 
carry workers’ compensation, and provide health insurance 
and retirement benefits. Meanwhile, workers who depend 
on platform-based income are excluded from workplace 
protections and bear the brunt of job insecurity.59 

Suppression of the right to organize
There are growing reports that employers are using 
surveillance technologies to identify workers who are trying to organize a union, as well as predictive 
algorithms (that data-mine social media) to identify workers who might be likely to try to organize 
one.60 Likewise, companies that design hiring systems can incorporate methods to screen out 
workers who are likely to be sympathetic to unions.61 Such attempts to identify organizing activity are 
in and of themselves an intrusion on the right to organize, but especially so when employers then 
take steps to stop the organizing or forestall it by firing or otherwise intimidating workers.62

WORKER 
VOICES

“In the mornings we would sign 
into this thing that was a driving 
app that would track our driving 
throughout the day. If you drive 
too crazy or made any sudden 
stops, or drive too fast, they 
would track your turning, your 
stopping, your acceleration, and 
your distraction, and so if you got 
a bad score, they would message 
you. If you kept getting a bad 
score, you would get written 
up because of that and so that 
would make me drive way slower 
and it would make me fall behind 
too.

A delivery driver, talking about the 
impact of tracking software:
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Loss of privacy
Workers have significant privacy concerns in their workplaces. Electronic monitoring, for example, can 
easily stray outside of the workplace, via systems that scan social media activity or apps downloaded 
on workers’ phones that access GPS location data regardless of whether they are on the job.63 The 
risk is that this type of intrusive surveillance uncovers information about workers (e.g., their religion 
or sexuality) that is intensively private and not at all relevant to work performance. It may reveal 
a worker’s disability or other sensitive or legally protected information about the worker. Such 
intrusions into workers’ personal lives are especially likely for the growing number of people who are 
working remotely from their homes, given the broad data capture that is enabled by time clocking 
software or wearables that collect and use biometric data.64 

Loss of autonomy and dignity 
Finally, workers stand to lose their autonomy and dignity when data-driven technologies are used 
to micromanage and monitor every activity and remove all room for discretion on the job. While 
not as immediate or concrete as some of the harms discussed above, the danger of dehumanization 
at work in the era of artificial intelligence is very real, and already being reported by workers.65 A 
visceral example is the potential public humiliation from having one’s productivity score compared 
to that of other workers on leaderboards.66 But ultimately this is about lost opportunities. Workers 
want and deserve to have agency in troubleshooting and innovating best practices and learning 
new skills; the quashing of that very human desire is part of what’s at stake in the debate about new 
technology.
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Part I 

Part II 
A Framework for Worker Technology Rights 

The emerging suite of data-driven technologies in the workplace raises critical questions. Will these 
technologies be used to benefit and empower workers, help them thrive in their jobs, and bring 
greater equity to the workplace? Or will they be used to deskill workers, extract ever more labor, 
increase race and gender inequality, and suppress the right to organize? Who is going to be at the 
table when these decisions are made, and in particular what role will workers themselves have? In 
other words, who is going to govern technology? And what values will we as a society choose to 
prioritize in that governance? 

The regulatory vacuum
The cornerstone of governing workplace technologies will be laws and regulations (and collective 
bargaining agreements in unionized workplaces). But currently, employers are introducing untested 
data-driven technologies with almost no regulation or oversight. Workers largely do not have the 
right to know what data is being gathered on them or whether it’s being sold or shared with others. 
They don’t have the right to review or correct the data. Employers aren’t required to notify workers 
about electronic monitoring or algorithms that they’re basing decisions on, and workers don’t have 
the right to challenge those decisions. And currently, there are virtually no meaningful guardrails on 
which technologies employers can use and how they use them.

The United States lags significantly behind the European Union in regulating data-driven 
technologies. For example, the EU has already passed a wide-ranging data privacy law and is in the 
process of drafting a comprehensive artificial intelligence law.67 In the U.S., only a few scattered data 
privacy laws have been passed at the state level, all focused on consumers. And while recently we’ve 
seen a plethora of privacy bills emerge at the federal level, the timeline to actual passage will be 
long.68 

Meanwhile, a slew of legal analyses of existing employment and labor laws have concluded that 
they are wholly inadequate to the task of protecting workers in the data-driven workplace.69 In 
some cases, new laws will need to be written from scratch to, for example, establish a general 
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right to worker privacy or establish guardrails on the use 
of algorithms.70 Similarly, employers’ electronic monitoring 
of workers is largely unregulated in federal law. Some 
states have scattered privacy protections for some workers, 
but these are typically focused on specific types of data 
(e.g., biometrics) or simply institute a weak notice and 
consent model (e.g., when employers monitor worker 
communications).71 In other cases, existing laws need 
substantial updating for the data-driven workplace. This is 
the case for anti-discrimination laws if they are to meet the 
challenge of addressing discriminatory harms stemming from 
algorithmic hiring and promotion tools.72 Similarly, our health 
and safety laws do not have sufficient standards to protect 
workers from the psychological stress, repetitive motion, 
and fatigue-related injuries that can result from productivity 
monitoring systems.73 

Towards a policy framework
In short, we need a new set of 21st century labor standards 
establishing worker rights and employer responsibilities 
for the data-driven workplace. For the majority of workers 
who are not members of unions, the profound asymmetry 
of power in the U.S. workplace means they have little to no 
say over the policies and decisions that affect them in their 
day-to-day work lives.74 In particular, notions of consent 
to new technologies or the ability to find better conditions 
elsewhere are not meaningful or available to low-wage 
workers, women, and workers of color, who face a labor 
market that is often dominated by employers competing on 
the basis of cutting labor costs.75 Employment and labor laws 
have long attempted to balance this asymmetry of power 
by instituting baseline labor standards and giving workers 
a mechanism for voice; those laws need to be strengthened and updated for the 21st century 
workplace and its technologies.

In what follows, we outline a set of policy principles that can help build a robust regulation regime. 
The principles lay out a vision for labor standards that give workers rights with respect to their data; 
hold employers responsible for harms caused by their systems; regulate the ways in which employers 
monitor workers and use algorithms; ensure the right to organize around technology; guard against 
discrimination; and establish a strong enforcement regime for worker recourse. 

These principles are intended to inform policymakers and worker advocates developing legislation at 
the federal, state, and local levels. The principles draw on proposals and policy concepts developed 
by lawyers, academics, and worker advocates in the U.S., Europe, and elsewhere.76 They include 
regulations of the technologies themselves as well as rules about when, how, and for what purpose 
employers use them in the workplace. 

WORKER 
VOICES

“Working the self-checkout is 
overwhelming. There’s only one 
worker for all six self-checkouts. 
The machines require more 
steps for customers to check 
out their groceries and that 
means more work for us. It’s 
very stressful. Clients need my 
assistance and they all call me 
for help at the same time. And 
there’s no anti-fatigue mats in 
the self-checkout area. Since you 
are walking back and forth on 
the concrete floor, at the end of 
your shift you end up with leg 
and body aches, really exhausted, 
with physical pain. I feel like 
giving up. But I need an income 
to pay my rent and bills so I 
prepare myself for one more day.

A grocery store worker, talking  
about staffing the customer  

self check-out systems:
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Importantly, we argue that new labor standards for digital technologies should first and foremost 
be embedded in employment and labor laws. Consumer-focused laws are insufficient for fully 
protecting workers because they are largely focused on privacy—and as described above, workers’ 
concerns about new technologies extend far beyond privacy to include impacts on wages, health and 
safety, working conditions, job stability, and race and gender equity.77 

Principles

1. Goals and Scope
The rapid pace of innovation in the use of data collection, electronic monitoring, and algorithms 
affects every stage of the employment lifecycle and requires broad, ambitious standards set in law. Full 
coverage of both workers and employers should be the governing principle, as should attention to the 
full range of potential harms for workers. Specifically:

New rights and protections should be established to ensure worker dignity 
and welfare in the use of data-driven technologies in the workplace. These 
standards should be established in employment and labor laws. They should give workers 
agency over new technologies, promote health and safety, protect the right to organize, and 
guard against discrimination and other negative impacts.

All workers deserve protection. New rights and protections should cover all workers, 
including employees, independent contractors, job applicants, and remote workers. 
Representatives from unions or other worker organizations should be able to access these 
rights and protections on behalf of workers.

All employers should be held to these standards. Employers’ obligations should 
also apply to their labor subcontractors, as well as to vendors that provide technology or 
technology services. 

All employment-related decisions that are made or assisted by data-driven 
technologies should be regulated. Employers make a wide range of decisions 
based on digital technologies. These decisions should be regulated whenever they impact 
workers, including effects on earnings, benefits, hours, and work schedules; race and gender 
equity; hiring, firing, promotion, discipline, and performance evaluation; job assignments, 
job content, and productivity requirements; workplace health and safety; and the right to 
organize.

2. Disclosure
Full disclosure and transparency are prerequisites for effective regulation. But currently, the biggest 
obstacle to regulating data-driven technologies is that their use is largely hidden from both 
policymakers and workers. Without disclosure, job applicants won’t know why a hiring algorithm 
rejected their resume; truck drivers won’t know when they are being tracked by GPS; and workers won’t 
realize their health plan data is being sold. Therefore:
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Employers should provide notice to workers in a clear and accessible way 
regarding all data-driven technologies in the workplace. Notices should include 
an understandable description of the technology, the types of data being collected, and the 
rights and protections available to workers. Employers should also be required to file notices 
with the relevant regulatory agencies (i.e., those enforcing wage and hour, health and safety, 
and anti-discrimination laws). 

Additional notification should be required when electronic monitoring 
is being used. This should include a description of which activities will be monitored, 
the method of monitoring, the data that will be gathered, the times and places where the 
monitoring will occur, and the purpose for monitoring and why it is necessary. Notice should 
also document how employment-related decisions could be affected.

Additional notification should be required when algorithms are being used 
that affect workers’ jobs or working conditions. This should include an accessible 
description of the algorithm, its purpose, the data it draws on, the type of outputs it 
generates, and how the employer will use those outputs in their decision making.

3. Worker Data 
Employers can collect or buy vast amounts of data on their workers, and share it or sell it without 
restriction. It’s not realistic to expect workers to police that data collection themselves. Just like 
consumers, workers deserve legal standards on employers’ collection and use of their data, as well as 
more control over their personal information: 

Employers should only collect worker data when it is necessary and essential 
for workers to do their jobs. Employers should minimize their collection of worker data, 
which should be defined broadly to include personal identity information, biometric and 
health information, any data related to workplace activities (including productivity data and 
algorithmic inferences), and online information including social media activity.78 Unlimited 
collection of their data unnecessarily exposes workers to risk, including data breaches and 
employers’ misuse of personal information. 

Workers should have the right to access, correct, and download their data. 
Workers should receive all relevant information regarding their data, including why and how 
it was collected, if it was inferred about the worker, and whether it was used to inform an 
employment-related decision, including hiring. Employers should be responsible for timely 
correction of any inaccurate data.

Worker data should be safeguarded and protected from misuse. In particular, 
employers should not be allowed to sell or license worker data to third parties under any 
circumstances; otherwise, the incentives to violate worker privacy by selling worker data for 
monetary gain are too high. Individual workers’ biometric and other health data should never 
be shared unless required by law.
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4. Use of Electronic Monitoring
Electronic monitoring is a highly invasive technology because it 
allows for real-time and continuous capture of worker activities 
and behavior. As a result, the potential for misuse of electronic 
monitoring by employers is high—for example, in violating 
workers’ privacy, in using biased or incomplete monitoring 
evidence to discipline someone, or in pushing the pace of work 
to the point of injuries. Therefore:

Employers should only use electronic 
monitoring for narrow purposes that do not 
harm workers. Electronic monitoring should only 
be used if strictly necessary to enable core business 
tasks, to protect the safety of workers, or when 
needed to comply with legal obligations. To minimize 
potential exposure and harm to workers, monitoring 
should affect the smallest number of workers possible, 
should collect the least amount of data necessary, and 
should be the least invasive means for accomplishing 
its purpose.79 Productivity monitoring in particular 
should be subject to higher scrutiny and reviewed by 
regulatory agencies overseeing workplace health and 
safety to ensure it is not used to speed up work to 
dangerous levels.80

Employers should respect workers’ privacy in using electronic monitoring. 
Intrusive surveillance in the workplace, especially by audio and video, can capture 
information about workers that is private and not relevant to performance. Workers should 
not be monitored in the breakroom, sensitive areas like the restroom, or off duty. Any GPS or 
other tracking devices should be disabled when the worker is off the job.

Electronic monitoring should not use high-risk technologies such as facial 
recognition.81 Some new monitoring technologies are too risky to introduce in the 
workplace; for example, facial-recognition systems have been documented to have high 
error rates and racial bias.82 Employers should be prohibited from incorporating unproven, 
questionable, or particularly invasive technologies into their electronic monitoring systems. 

Electronic monitoring should not be used as a substitute for human decision 
making. Even in the best cases, electronic monitoring systems can only capture a partial 
picture of a given event or set of actions; in the worst cases, that picture is misleading or 
wrong. Employers should therefore be prohibited from relying exclusively or even mainly 
on data from electronic monitoring when making consequential decisions like hiring, firing, 
discipline, or promotion. Instead, employers should be required to conduct independent, 
human-driven assessments of workers based on other information sources. 

Workers should be given full documentation when an employer makes a 
consequential decision informed by electronic monitoring. Workers should also 
be able to challenge that decision.

WORKER 
VOICES

“The bus cameras are the worst—
they were originally installed to 
protect the kids, but now three 
cameras are pointed directly at 
us and recording at all times, 
even when no kids are on the 
bus. We know now that they 
use this footage in personnel 
matters, they listen to us through 
the bus cameras, and that they 
use the cameras to read our text 
messages when we are parked 
and using our phones while the 
children are off the bus and we 
are on breaks from work.

A school bus driver, talking about the 
impact of security cameras on buses:
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5. Use of Algorithms
The explosion in algorithmic management tools creates significant risk for workers; many of 
these technologies are opaque, untested, and being used by employers with little attention to or 
understanding of their potential harms for workers. The stakes for workers are simply too high when 
decisions like hiring and firing are about being made about their lives. Therefore:

Employers should not use algorithms that harm workers’ health, safety, and 
wellbeing. Employers should be responsible for ensuring that any employment-related 
decisions assisted by an algorithm are fair, reasonable, and do not harm workers, in part by 
conducting an impact assessment prior to adoption of the algorithm. Productivity algorithms 
in particular should be subject to higher scrutiny and reviewed by regulatory agencies 
overseeing workplace health and safety for potential harms.

Employers should not use algorithms to make irrelevant or unfair 
predictions about workers. The marketplace has seen a spate of pernicious “snake 
oil” algorithms making what turn out to be unsubstantiated predictions about workers.83 
Employers should be prohibited from making predictions or inferences about a worker’s 
traits and behaviors that are unrelated to their job responsibilities. Similarly, employers 
should not be able to use algorithms to predict or make judgements about a worker’s 
emotion, personality, or health. 

Employers should not use high-risk algorithmic technologies such as facial 
recognition or expression analysis. Employers should be prohibited from using 
algorithms that incorporate unproven, questionable, or particularly invasive technologies. 

Algorithms should not be used as a substitute for human decision making. 
The growing complexity of algorithmic systems means that even their developers may 
not understand how they arrive at conclusions—let alone the employers deploying these 
systems.84 Employers should therefore be prohibited from relying exclusively or even 
mainly on algorithms when making consequential decisions like hiring, firing, discipline, or 
promotion. Instead, humans should have a substantial and meaningful role in the decision, 
drawing in other sources of information. Human decision makers should be trained to 
understand what a particular algorithm does and the limitations of its output. 

Workers should be given full documentation when an employer makes a 
consequential decision assisted by an algorithm. Workers should also be able to 
challenge that decision.

6. Discrimination 

Growing evidence suggests that data-driven technologies carry significant risks of discriminating 
against workers on the basis of race, gender, age, disability, and other characteristics. The “black box” 
nature of many of these technologies—and their use for consequential decisions such as hiring and 
promotion—means that regulatory scrutiny needs to be especially high. The following is adapted from 
“Civil Rights Principles for Hiring Technologies,” expanded to the full range of workplace applications: 85
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Data-driven technologies should not discriminate against workers based 
on protected characteristics. Policymakers should make clear that anti-discrimination 
laws apply to all workplace data-driven technologies. In particular, the use of data-driven 
technologies with a disparate impact should trigger the same level of scrutiny as any other 
discriminatory employment practice. 

Removing protected characteristics from data-driven technologies should 
not give employers a free pass. The fact that an employer does not use protected 
characteristics such as race or gender in its algorithm 
or data system does not mean that the technology 
cannot have a disparate impact. Employers should 
still be required to test for disparate impacts and 
mitigate any harms. 

Policymakers should update existing 
regulations on worker assessment tools. 
Data-driven technologies in worker assessment tools 
should only measure traits that have a logical and 
explainable relationship to the job at hand. They 
should not use mere correlation to make judgements, 
inferences, or predictions about a worker’s or job 
applicant’s ability to perform the job.

7. Organizing and Bargaining
Across the country, especially in low-wage industries, workers 
are increasingly voicing their frustration with excessive 
monitoring and algorithmic management in their workplaces. 
They should be able to organize around these issues without 
retaliation, and, when represented by unions, be able to 
bargain over them. Specifically:

Labor organizations should have the 
right to bargain over employers’ use of 
data-driven technologies. Federal labor law 
requires employers to bargain with worker representatives over the terms and conditions of 
employment. Data collection, electronic monitoring, and algorithmic management all impact 
the terms and conditions of employment. Unions should have access to the information 
necessary to fully understand the nature, scope, and effects of data-driven technologies used 
by the employer, and the employer should be required to bargain in good faith over them.86

Even when they are not represented by a union, workers should have 
the right to organize around the use of data-driven technologies in their 
workplace. When workers protest a company’s collection of their data, question the 
decisions made about them by algorithms, or seek to learn more about data practices, labor 
laws should be understood to protect this collective activity.

WORKER 
VOICES

“I know that customers view 
me differently in mostly white 
neighborhoods and I don’t 
get good reviews. So as a 
Black man and delivery driver, 
discrimination directly impacts 
my work and my earnings. I 
have to work harder for less 
money in order to get rid 
of a discriminatory review. 
These corporations rely on 
discriminatory ratings from 
customers to excuse underpaying 
workers like me.

A delivery platform worker, talking about 
the impact of customer reviews:
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Employers should not use digital technologies to identify, monitor, or 
punish workers for organizing. Monitoring workers who are engaging in organizing 
activities has long been held to violate the law for its chilling effects. Employers should not 
engage in surveillance of workers when they are meeting with union representatives or 
discussing workplace problems. Efforts to screen workers using electronic monitoring or 
predictive algorithms for their sympathy with unions should also be recognized as illegal.

8. Impact Assessments
The novel and inscrutable nature of many data-driven technologies means that their impacts on 
workers are not self-evident. But waiting to discover harms after an algorithm or data system has 
already been implemented is not fair to workers. These technologies should be thoroughly vetted and 
made safe for the workplace before they are introduced. Specifically:

Data-driven technologies should be continuously evaluated and harms 
mitigated. Employers should be required to audit their technologies by conducting 
rigorous impact assessments, both prior to implementation and throughout the lifecycle of 
the technology.87 They should be required to address any risks that are identified and be held 
legally liable for any harms caused by their technologies. Employers should also be required 
to submit impact assessments to the relevant regulatory agencies, which should have the 
right to halt the use of harmful systems.

Impact assessments should evaluate the full range of potential harms to 
workers. These include discrimination, harms to mental and physical health and safety, loss 
of privacy, and negative economic impacts. 

Workers should have a role in impact assessments and have the ability to 
challenge them. Workers have significant and useful knowledge about a company’s 
production processes and how technology actually works on the ground. They (and their 
unions) should be consulted in all stages of an impact assessment and be able to review and 
give feedback. They should also be able to dispute the final assessment with the relevant 
regulatory agencies.

9. Enforcement
Enforcement is the lifeblood of laws and regulations; without it, the promise of legal rights is hollow. 
This is especially the case when it comes to the use of data-driven technologies, where the asymmetry 
of power and information between workers and employers is pronounced and where the incentives for 
employers to misuse opaque technologies are strong. Specifically:

Regulatory agencies should play a strong role in enforcing workplace 
technology standards. Workers should be able to submit complaints about employer 
noncompliance to regulatory agencies (i.e., those enforcing wage and hour, health and 
safety, and anti-discrimination laws). In turn, those agencies should respond to each 
complaint, apply penalties when warranted, and initiate workplace-wide investigations when 
needed. Regulatory agencies should also have the authority to proactively audit employers’ 
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use of data-driven technologies. When technologies are found to harm workers, agencies 
should have the authority to require that employers mitigate the harms or halt the use of 
systems that can’t be made safe. 

Regulatory agencies should have the authority to establish additional rules 
and standards. This allows the agencies to respond to rapid developments in existing and 
new technologies introduced in the workplace. 

Workers should have a private right of action to sue employers for any 
violations of their technology rights and protections. The right for workers to sue 
their employers is a central pillar of robust enforcement, allowing them to control their own 
case and complementing agency enforcement efforts. Employers should also be prohibited 
from retaliating against workers for enforcing their rights.
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Part I 

The Path Ahead

In this report, we have argued that the arrival of data-driven technologies in the workplace poses 
significant risks to workers and requires the creation of a new set of labor standards in employment 
and labor laws. These new standards must be bold, comprehensive, and continuously updated to 
respond to the rapidly changing terrain of workplace technologies and the potential harms that 
workers face from them. 

But while worker data rights and protections are critical, 
they alone will not be enough. For example, workers should 
receive the training needed to grow with their jobs and 
participate fully in technological change. Government staff 
need the skills and adequate resources to provide oversight 
and enforcement. Public R&D funding should be leveraged 
and increased to incentivize the development of technology 
that benefits people and the planet. The public sector 
itself must become a model for accountable technology 
adoption.88 And the U.S. must build out a robust governance 
regime of regulating the designers, developers, and 
producers of new workplace technology. Above all, workers 
and their communities—especially low-income communities, 
women, immigrants, and communities of color—must be 
included in the development of that governance regime; their 
knowledge and experiences will be the keystone to ensuring 
that innovation truly contributes to the social good. 

WORKER 
VOICES

“I hate it. I hate the fact that a lot 
of the technology is really about 
surveillance and keeping tabs 
on somebody and controlling 
everything that they do. And I 
just really have a huge dislike for 
that. I don’t think it’s right. I think 
it gives the wrong impression, 
too. Makes everyone that works 
there feel like a thief. So that’s 
not a good feeling to walk into 
a job where you feel like you’re 
being called a thief.

A warehouse worker, speaking about the 
abundance of surveillance in the facility:
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Endnotes
1  Throughout this report we use the terms “digital technologies” and “data-driven technologies” 
interchangeably when referencing the wide range of technologies that gather and transform data into outputs 
such as rankings, predictions, decisions, and machine-based actions. 

2  For a description of HireVue’s hiring technology system, see Aspan (2020). HireVue’s initial system 
used expression analysis technologies to assess job candidates, which they have since discontinued due to 
growing concern from technologists, academics, and civil rights advocates about the validity of their system 
(see Maurer 2021b).

3  For information about “flight risk” algorithms that attempt to predict whether workers will quit, see Liu 
(2019). Also, Hao (2020) describes a tech vendor that attempts to predict whether job candidates are likely to 
quit before they are hired. See Zarya (2016) regarding employer efforts to predict pregnancy and Kessler (2020) 
regarding employers attempting to predict union organizing.

4  See Dzieza (2020) and Simonite (2018) regarding call center analysis technologies.

5  See Bhuiyan (2020) for more information about how grocery platforms, such as Instacart, operate.

6  See McCallum (2021), Nguyen (2020), and UC Berkeley Labor Center (2020).

7  See Kantor, Weise, and Ashford (2021).

8  Greenhouse (2019) discusses the absence of workers in “future of work” discussions. Also, Gupta, 
Lerner, and McCartin (2018) point out that “future of work” discussions often assume a narrow vision of 
technological change and a future of work without workers, which leads to policy solutions focused on ensuring 
basic survival; they argue that the discussions should focus instead on the future of workers and how innovative 
technologies can contribute to a humane and sustainable future. Townsend (2021) argues that data protection 
policies need to recognize all aspects of individuals’ lives and extend consumer data rights to workers.

9  For a discussion of “AI snake oil,” see Narayanan (2019), and see Slaughter (2021) for an overview of 
how algorithmic systems can cause harm. 

10  For an overview of how algorithmic systems can be used to control workers, see Kellogg, Valentine, 
and Christin (2020). Also, see Cappelli (2020) for a discussion of the recent shift toward Taylorist management 
models enabled by extensive worker monitoring and algorithms designed to control workers.

11  For other excellent research overviews, see Adler-Bell and Miller (2018), Bogen and Rieke (2018), 
Milner and Traub (2021), Ngyuen (2021), Scherer and Brown (2021), UNI Global (n.d.), and Zickuhr (2021). 

12  For a deeper treatment of data collection, electronic monitoring, and use of algorithms in the 
workplace, see Briône (n.d.) and Kresge (2020). Also, see Bogen and Rieke (2018) and Reike et al. (2021) for an 
overview of data and algorithms in the hiring process.

13  See O’Connor (2016) for a description of Taylorism and scientific management. See Davenport (2018) 
for a description of the transition from business (workplace) data analytics to artificial intelligence.

14  For an overview of the data collection in the workplace, see Alder-Bell and Miller (2018) and Kresge 
(2020).

15  See Ajunwa (2018), Ajunwa, Crawford, and Schultz (2017), Ciocchetti (2011), Mateescu and Nguyen 
(2019), and Zickuhr (2021). 

16  For a basic description of algorithms and artificial intelligence, see Schatsky, Muraskin, and 
Gurumurthy (2015). See The Royal Society (2017) for an overview on machine learning algorithms.

17  For an overview of technologies used in the hiring process, see Bogen and Rieke (2018).

18  See Ajunwa (2018) for an overview of productivity monitoring systems in the workplace. Kaplan (2015) 
describes various workplace monitoring systems used to manage workers. Also, see Kellogg, Valentine, and 
Christin (2020) for a discussion on the use of algorithms to discipline workers. Amazon has received the most 
attention for their productivity management systems based on algorithms; for example, see Lecher (2019). 
Another notable example of algorithmic management driven by productivity metrics is Instacart; see Griesbach 
et al. (2019) and Bhuiyan (2020).
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19  For a comparison of work augmentation and automation strategies using digital technologies, see 
Miller (2018). Trollope (2018) describes different levels of call center augmentation and automation. Sicular and 
Aron (2019) describe different scenarios of workplace augmentation.

20  See Luca, Kleinberg, Mullainathan (2016) and Frankowski (2019) for a discussion about the role of 
humans in shaping the objectives and design of algorithmic systems.

21  See Cappelli (2020) regarding management strategies and choices that can influence how they use 
technologies in the workplace.

22  For a discussion of Teleperformance’s webcam monitoring system, see Solon (2021). Teleperformance 
is a global call center company that provides both outsourced and U.S.-based call support for many major 
U.S. companies and specializes in “work-at-home” programs (see Teleperformance, 2018). See Doellgast and 
O’Brady (2020) regarding worker stress resulting from intense call monitoring practices.

23  See Cogito Corporation (2018), Dzieza (2020), and Simonite (2018) for more information about 
Cogito’s call performance monitoring and guidance system.

24  For an overview of labor management systems and productivity monitoring in the warehouse 
industry, see McCrea (2020) and Dzieza (2020). See Vincent (2019) for more information about gamification in 
warehouses and Lecher (2019) regarding automated firing.

25  Gutelius and Theodore (2019) provide a comprehensive overview of technological change in the 
warehouse industry and Overstreet (2019) provides a brief overview of warehouse robots and order picking 
technologies. For a detailed overview of a lead-me cart task direction system, see Six River (https://6river.com/
directed-picking/) and for a description of a voice-picking system, see Lucas (https://www.lucasware.com/
voice-picking-introduction/).

26  For more information on EVV, see Cunningham (2019) and Metcalf (2018).

27  See Ticona, Mateescu, and Rosenblat (2018) for an overview of home care platforms. A growing body 
of research points to customer ratings as a source of bias, which, when used to inform management decisions 
or automate decisions about workers on platforms, can serve as a significant source of discrimination. See 
Rosenblat et al. (2016) and Dzieza (2015) for a discussion of customer ratings.

28  For overviews of technological change in the retail and grocery industries, see Carré et al. (2020) and 
Benner et al. (2020).

29  See Clifford and Silver-Greenberg (2013) for information about retail theft databases. For more 
information about HireRight and their retail theft database, see HireRight (2018; 2020). Nelson (2019) details 
criminal background check errors and their effects on job seekers. Berfield (2015) describes how Walmart 
monitors workers’ social media accounts to identify organizing efforts.

30  O’Connor (2016) describes the worker performance features of Percolata’s scheduling system. Also, 
see Tanaka et al. (2016) for a full description of the Percolata scheduling system in their patent application. 
Percolata has since incorporated surveillance cameras and computer vision into their system to measure 
in-store shopping traffic; see https://www.percolata.com/. For more information on the effects of scheduling 
optimization systems, see Kantor (2014) and Gleason and Lambert (2014).

31  Bhuiyan (2020) details Instacart’s system of performance metrics.

32  For more on algorithmically facilitated pay inequities at Shipt, see Lyons (2020). 

33  For examples, see Team Software (https://teamsoftware.com/software/lighthouse/cleaning-work-
force-management-software/), Janitorial Manager (https://www.janitorialmanager.com/), and allGeo (https://
www.allgeo.com/apps/mobile-employee-gps-time-clock).

34  For an overview of technological changes in the security industry, see Lasky (2019) and Mahmood 
(2019). See Knight (2021) and Lazzaro (2021) regarding errors in computer vision systems and Lever (2017) 
regarding privacy concerns with these systems. For examples of some of these systems, see Guardso (https://
www.guardso.com/guard-tour-system?tab=reporting) and Slivertrac Software (https://www.silvertracsoftware.
com/automated-security-guard-management).

35  Peterson (2019) describes sensors and driver monitoring and scoring systems. See Clinton (2019) for 
an overview of recent technological developments in dash cam driver monitoring systems. Many of the same 
sensor monitoring technologies are also used to enable self-driving trucks; see Viscelli (2018). Also, see Levy 
(2015) for an analysis of the use of monitoring systems to exert control over truck drivers.

https://6river.com/directed-picking/
https://6river.com/directed-picking/
https://www.lucasware.com/voice-picking-introduction/
https://www.lucasware.com/voice-picking-introduction/
https://www.percolata.com/
https://teamsoftware.com/software/lighthouse/cleaning-workforce-management-software/
https://teamsoftware.com/software/lighthouse/cleaning-workforce-management-software/
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36  See Ticona, Mateescu, and Rosenblat (2018) for an overview of transportation network platforms, and 
Rosenblat (2016) and Scheiber (2017) for a description of how these companies use algorithms to manage 
workers.

37  For an overview of tabletop tablets, see O’Connor (2019). See O’Donovan (2018) and Rainey (2018) for 
information about servers’ experiences with these systems.

38  Matsakis (2019) describes the Presto restaurant monitoring system. See Knight (2021) and Lazzaro 
(2021) regarding bias and errors in computer vision systems.

39  See Eidelson (2017) and Jacobs (2018) for information on the history and status of panic button 
legislation and collective bargaining. See Lindzon (2020) for a discussion on the privacy and security risks posed 
by panic button systems and the variation in policies designed to protect workers.

40  For an overview of hotel service optimization systems, see Hotel Tech Report (2021). Escobar (2020) 
describes how many hotel technology vendors have adapted their systems to increase the ability for employers 
to monitor and scrutinize workers’ compliance with cleaning protocols in the context of COVID-19. Reyes (2018) 
describes the effects of these systems on workers.

41  For an overview of technological change in the healthcare industry, see Litwin (2020).

42  For an overview of the different types of hand-hygiene monitoring systems and their accuracy in 
measuring compliance, see Dyer (2015). See Lorenzi (2021) for a review of various systems in the context of 
COVID-19 and Schencker (2019) for a discussion of workers’ experiences with these systems in hospitals. For 
examples of systems with real-time color-coded alerts, see Ecolab (https://www.ecolab.com/solutions/hand-hy-
giene-compliance-monitoring) and BioVigil (https://biovigil.com/).

43  See Litwin (2020), Simon (2015), and Lerman (2020) for descriptions of service robots in hospitals. See 
Cresswell and Aziz (2020) for a discussion about the effectiveness of hospital cleaning robots and Elish (2016) 
regarding humans taking the blame for automation failures.

44  See Harris (2017) and Maria and Burger (2016) for an overview of these systems along with some 
examples.

45  For examples, see Oliver (2020) and Woyke (2018).

46  See Condon (2019), State of Ohio (2018), and Chaney (2020) for information about automated benefit 
application systems.

47  For more information on automated decision-making systems in the public sector, see Chouldechova 
et al. (2018), Eubanks (2018), and Hurley (2019).

48  See Maurer (2021b) and Patton (2021).

49  For examples of new applications of workplace technology for COVID-19, see Negrón (forthcoming), 
Nguyen (2020), Rodriguez and Windwehr (2020), and UC Berkeley Labor Center (2020).

50  See Barocas and Selbst (2016) for a discussion about how data-driven systems can have a disparate 
impact. Ajunwa (2020), Bogen and Rieke (2018), and Kim (2017) describe bias in hiring algorithms and how they 
can result in discrimination.

51  See Jabsky and Obernauer (2019) and Ockenfels-Martinez and Boparai (2021) for documentation of 
health impacts at Amazon warehouses. 

52  For example, research conducted by Doellgast and O’Brady (2020) found that intensive electronic 
monitoring in call centers was associated with higher levels of stress among workers.

53  For evidence on the link between job-related stress and health outcomes, see Nieuwenhuijsen, 
Bruinvels, and Frings-Dresen (2010).

54  For example, see Ikeler (2016) and Levy and Barocas (2018) for a discussion of the use of clienteling 
software in the retail industry to deskill sales jobs.

55  See TuSimple (2019) and Plus (2021) for a description of how truck drivers train algorithms designed 
to enable self-driving trucks and Sandu (2019) for a discussion on using call monitoring data collected from call 
center workers to train chatbots.

https://www.ecolab.com/solutions/hand-hygiene-compliance-monitoring
https://www.ecolab.com/solutions/hand-hygiene-compliance-monitoring
https://biovigil.com/
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56  For a broader treatment of the effects of technological change on employment and wages, see 
Acemoglu and Restrepo (2019).

57  For example, see Tippett, Alexander, and Eigen (2017) regarding how scheduling software can enable 
wage theft.

58  See Gonzales (2016) and Townsend (2020).

59  For an overview of “fissuring” or business models based on outsourcing and contracting, see Weil 
(2019). See Rogers (2020) for some examples of fissuring and a description of the legal context that encourages 
fissuring. 

60  Berfield (2015) describes social media monitoring practices used by a union avoidance consultant for 
Walmart.

61  See Kessler (2020). Also, see Newman (2017).

62  For a discussion of the legal implications of electronic monitoring for labor organizing, see Garden 
(2018).

63  For example, Madden et al. (2017) describe how data-driven systems can harm low-income 
communities, including how social media data mining can exclude low-income groups from employment.

64  See Ajunwa (2018) and De Stefano and Taes (2021).

65  For example, see Hanley and Hubbard (2020) and Milner and Traub (2021).

66  See Lopez (2011) for a description of Disneyland’s use of leaderboards to motivate workers and 
Brodkin (2019) regarding a similar system used by Amazon.

67  The EU passed broad data privacy legislation, the “General Data Protection Regulation” in 2016; see 
European Parliament and Council of the European Union (2016). More recently, European legislators released 
guidance on the regulation of Artificial Intelligence; see European Commission (2021). 

68  For an overview of active state consumer privacy bills, see Klosowski (2021). 

69  For legal analysis of the current gaps in protecting workers from data-driven technologies, see 
Ajunwa et al. (2017), Bales and Stone (2020), Barocas and Selbst (2016), Bodie (2021), Hirsh (2020), Kim (2017), 
Richardson (forthcoming), Rogers (2020), and Scherer and Brown (2021).

70  For example, see Wachter and Mittlestadt (2019).

71  For more detail on the patchwork of state privacy protections, see Ajunwa et al. (2017). 

72  For a discussion on the difficulty of addressing discrimination and privacy issues created by workplace 
technologies, see Bodie and Kim (2021).

73  See Scherer and Brown (2021) for a detailed analysis of worker health and safety impacts from 
monitoring systems.

74  See Gamble (2019) and Milner and Traub (2021) for a discussion of the asymmetry of power these 
systems present for workers.

75  See Pasquale (2021) for a more general discussion about the limits of a consent model vis a vis digital 
technologies.

76  These principles draw upon a large body of work, including ACLU (2020), Ajunwa et al. (2017), 
Alder-Bell and Miller (2018), the Algorithmic Accountability Act of 2019 (U.S. Congress 2019), Barocas and 
Selbst (2016), Block and Sachs (2019), Ciocchetti (2011), Colclough (2020), De Stefano (2021; 2018), European 
Commission (2021), European Parliament and Council of the European Union (2016), Georgetown Law Center 
on Privacy & Technology (2019), Milner and Traub (2021), Ockenfels-Martinez and Boparai (2021), Reisman et 
al. (2018), Rieke et al. (2021), Scherer and Brown (2021), Slaughter (2021), Trades Union Congress (2020), Tutt 
(2017), and UNI Global (n.d.).

77  For a more general questioning of the privacy framework, see Morozov (2021). Also, see Tisné (2020) 
regarding the limitations of using an individual data privacy framework for regulating the collective harms that 
arise from data-driven systems.
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78  Biometric data in particular will require heightened protections; see Ajunwa, Crawford, and Ford (2016) 
for a detailed analysis.

79  See Bottomley (2020) for examples of the data minimization principle in public policy. 

80  For a detailed analysis of the connection between productivity monitoring and health and safety 
outcomes in the context of warehousing, see Ockenfels-Martinez and Boparai (2021).

81  A growing number of jurisdictions in the United States have placed bans on the use of facial 
recognition technology, particularly in the public sector. See Conger et al. (2019) and Simonite (2020).

82  Researchers have documented significant race and gender disparities and inaccuracies in the use of 
facial recognition technology; see Buolamwini and Gebru (2018) and Raji et al. (2020). 

83  See Narayanan (2019).

84  See Burrell (2016) regarding opacity in machine learning algorithms and Edwards and Veale (2017) for 
a discussion of the challenges. 

85  Many of the concepts here are adapted from principles published by The Leadership Conference on 
Civil and Human Rights (2020). The authors also thank Professor Pauline Kim of Washington University in St. 
Louis for her generosity in sharing her expertise on discrimination law for this section. 

86  See Bodie et al. (2017) and Rogers (2020) for a legal discussion on collective bargaining in relation to 
workplace data and technology decisions.

87  See Moss et al. (2021) and Reisman et al. (2018) for a framework on algorithmic impact assessments, 
geared towards the public sector. In the EU, algorithmic impact assessments have been legislated in the form 
of Data Protection Impact Assessments (DPIAs) under the General Data Protection Regulation (GDPR); see legal 
analysis from Kaminski and Malgieri (2021). 

88  For a deeper study and analysis of algorithmic accountability in the public sector, see Ada Lovelace 
Institute (2021).
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