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Executive Summary

More than 20 million people—about 15% of the United States workforce—work for a local, state, or federal government entity. A majority of these work in local government (e.g., schools, police and fire departments, county social service agencies), about a third in state government (e.g., universities, tax bureaus, state hospitals), and the remainder in federal government (e.g., post offices, national parks). Millions more work for private employers who receive most or all of their funding from public contracts or grants.

With the exception of the military, government has been generally slower to adopt technology than the private sector. Reasons for this include lack of funding, higher public scrutiny, complex contracting processes, lack of internal IT capacity, and agency fragmentation. The slow pace of technology adoption in some cases has led to both costly and cumbersome service provision; the vision of digital government outlined by federal policymakers in the 1990s has yet to be realized. Greater use of technology by governments holds a lot of promise for both workers and the public: it can remove some of the time-consuming and glitchy processes that frustrate everyone, allow workers to focus on the complexity inherent in providing public services, make government more accessible to more people, and get assistance more quickly into the hands of people who need it.

But there are reasons to be attentive to how technologies are rolled out, especially as the recent jump in technology funding opens up the floodgates of consultants and contractors pitching their products. Technology cannot be used to paper over the lack of investment in the public sector that has characterized the past two decades. In fact, technology presents the greatest risk when it’s simply layered on top of already overwhelmed workers and processes, because there is no capacity built in for evaluation and recalibration to ensure that the technology is working as intended. Within the public sector there is enormous variation in size, resource capacity, mission, and political and social context, all of which affect whether and how technology is implemented. But nearly all public sector employers have spent the past decades watching revenues fail to keep up with the costs of providing government services. Since 2008, public sector employment has been stagnant or declining, while private sector employment has grown by 12% and the U.S. population—a measure of demand for government services—by nearly 7%.

Some technologies also present inherent risks, such as those intended to replace or supplement human decision-making. Research suggests that people are reluctant to make different decisions
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than those suggested by analytics designed to supplement human decision-making, sometimes leading to worse outcomes than those the technology was intended to remediate. There has been considerable evidence that advanced technologies can replicate or even exacerbate racial and ethnic biases. Governments should be deliberate and cautious as they adopt such technologies. Involving workers in the scoping, design, implementation, and evaluation of advanced technologies in particular can help safeguard public trust. Technology as a cost-saving measure must be implemented within a framework that recognizes the role public workers play in assessing whether systems are serving the people the programs are intended to serve.

How governments use technology

The public sector covers an enormous set of occupations and activities, and technology plays many different roles within that landscape. This report sorts technologies into five overlapping categories:

- **Manual task automation:** technologies that replace physical processes or tasks performed by a person. This includes such technology as document scanners, mail sorting machines, digital printers, “smart” parking meters, transcription software, driverless transit, robotic vacuums, and automated toll collectors.

- **Process automation:** technologies that process information or automate interactions between workers and clients. This includes e-Government processes like online payments and benefit applications, as well as more complex automation such as customer service chatbots and “robotic process automation” (RPA). More complex process automation technologies may use artificial intelligence to “learn” from interactions, rather than relying entirely on human programming.

- **Automated decision-making systems:** the use of complex computer programming to replace or augment human decision-making. This group of technologies includes artificial intelligence, machine learning, and predictive analytics. By processing large amounts of data and using human-programmed algorithms or more complex artificial intelligence, ADM systems generate decisions and assessments.

- **Integrated data systems:** integrated data systems and networked cloud storage allow vast amounts of public data to support automation and automated decision-making technologies, as well as provide public access to information about government activities and enable more robust performance evaluation and management.

- **Electronic monitoring:** technologies such as cameras and drones may be used to enforce laws or regulations and feed information into other government processes. Monitoring technologies built into software used by workers can also enable new forms of performance evaluation.
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Key findings on government technology use:

• There are many examples of innovative agencies using cutting-edge tech, but it is generally true that governments have been slower to modernize than the private sector. Financial constraints, reliance on external contractors, limited in-house IT expertise, and the challenges of providing equitable services to millions of people are just some of the most significant constraints faced by public technology adopters.

• Process automation is widely used by governments, and much of it has made public services easier for people to access and while freeing up workers from often overwhelming amounts of paperwork. But there is still much to negotiate about how to serve clients with limited access to electronic services, and how to integrate technology with the complex and idiosyncratic knowledge that humans (caseworkers, counselors, parole officers) use every day to provide effective and personalized support.

• Advanced technologies—algorithms, artificial intelligence, robotic process automation—have begun to change some public jobs significantly, either augmenting or replacing some human decision-making, especially in areas of public safety and welfare services. Community and civil liberties advocates are concerned about government’s increasing reliance on technologies for complex decision-making and monitoring.

Drivers of technology adoption

In the public sector there are many different (and often overlapping) motivations for adopting new technologies, which in turn shape the design of the tech, the goals of implementation, and how these systems are evaluated. Nothing about the process of change is inevitable; it is highly dynamic and contingent.

Given these complex structures, this report looks at four driving forces underlying the expansion of technology in the public sector:

• **Efficiency and cost reduction.** In many areas of government, per capita revenue has declined over time as a result of tax-cutting politics, forcing governments to figure out how to provide services in an increasingly constrained environment. Promises that technology can increase efficiency and reduce labor and other costs carry a lot of weight in this context. On other hand, prolonged austerity has constrained funding for technology and other infrastructure.

• **Performance.** Technology is framed as a core element of promises to make government serve people better and reinstill confidence in government. Technology can potentially improve many aspects of government service: speed, reliability, accuracy, convenience, and even program outcomes (although digitization or automation can also lead to deterioration of service quality).
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- **Transparency and accountability.** Technological advances in secure data storage, data sharing, data analytics, and data visualization have the potential to enhance government transparency and accountability. Increased data accessibility allows citizens to understand how resources are being used and whether programs are effective. Transparency is a necessary step toward accountability; advocates for robust data sharing hope it will enable the public to hold their governments accountable to specific objectives and values.

- **Crises.** Crises can offer important pivotal moments for innovation—and in the case of COVID-19, large amounts of funding for new technologies—but they can also leave agencies too overwhelmed to incorporate technology strategically. The COVID-19 pandemic dramatically accelerated the adoption of technology in the public sector, as agencies had to figure out how to quickly pivot to offering services while complying with public health orders. As the pandemic unfolded and unprecedented numbers of people needed government services, the public sector’s outdated technological infrastructure was exposed along with other areas of underinvestment.

Key findings on technology drivers:

- Technology use has allowed many government agencies to restructure cumbersome processes, becoming more user-friendly and increasing productivity by allowing workers to focus on more complex tasks.

- The fiscal and workload pressures faced by governments have led many agencies to see technology as a way to bridge the deficit of resources needed to adequately perform their core functions. Technology use can normalize the inadequacy of public staffing rather than resolving it. Chatbots might allow clients to interact with a system 24 hours a day instead of waiting in line in a benefits office and never getting to the front, but if the chatbot is ultimately unable to provide entitled benefits, technology has provided only the illusion of better service.

- The COVID-19 pandemic sparked a wave of technology adoption across the public sector, in some cases hastening already planned transformations. Areas like education, where there has typically been significant skepticism about the role of technology, saw an explosion of “edtech” vendors eager to capitalize on schools’ experience with using technology for remote learning. The apparent permanency of hybrid and remote work is likely to continue to drive increased automation, monitoring of workers, and reliance on cloud-based data systems.

- The public sector must contend with complicated policy, social, ethical, and legal contexts that don’t similarly constrain private sector actors. Public sector technology projects are accountable to a more diverse set of stakeholders (often with diverse needs) than private employers. Values of transparency and fairness make adopting
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new technologies much more complex for the public sector, which must ensure that its services are accessible to everyone and accountable to a broad set of public values.1

• The public sector has struggled to attract and sustain internal IT expertise, and has often relied on outsourcing many IT functions; this has led to a significant reliance on “govtech” companies and consultants. Building internal IT capacity could help address some of the cost overruns and poor outcomes associated with large technology projects.

Impacts on work and workers

The extent to which technology will displace workers or fundamentally change workplace dynamics is uncertain and will vary across the public sector. There are many logistical, ethical, legal, institutional, and social dynamics that affect the trajectory of technology adoption. The growing adoption of complex technologies is likely to restructure work processes as well as to reshape the interactions between workers and the public. Whether these changes ultimately benefit or harm workers will depend significantly on how this restructuring is managed.

This report looks at four categories of impacts on public sector workers:

• Employment impacts: when technology is introduced into a workplace, tasks are transformed and redistributed, possibly reducing the need for some occupations and increasing demand for other types of work. It is hard to attribute job fluctuations to technology directly—especially given the cyclical nature of government funding—but this report discusses occupations where automation has likely contributed to declining employment, as well as growing occupations that require more technical skills to oversee and manage computerized processes, including providing direct IT services.

• Job complexity: Working with new technologies may require new skills, which aren’t always accompanied by training or the time to adapt. Automation technologies may take over the more mundane aspects of work, making jobs more complex and rewarding for workers. But more advanced technologies—such as automated decision-making systems—may have the opposite effect, taking over complex thinking tasks and leaving workers to simply verify outcomes.

• Managerial control: incorporating new technologies can lead to work intensification and stress for workers if the tech does not produce the expected efficiency or performance improvements, leaving workers to make up the difference. When tech is adopted without sufficient understanding of how work is actually performed, service quality can suffer. New technologies can also permit additional worker surveillance; chatbot technology can include real-time feedback to workers on their tone and speed during customer interactions, information that feeds into a workers’ performance evaluation.
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• **Outsourcing**: Bringing in new technologies often involves an increased role for private contractors, with the outsourcing of both the development and implementation of new tech as well as increasing reliance on private entities to perform even highly sensitive public functions. Technologies like cloud-based storage and virtual call centers can facilitate the outsourcing of jobs to private contractors by enabling work to be done from anywhere and shifting tasks out of established job descriptions.

Key findings on worker impacts:

• Technologies have taken over some of the tasks performed by government workers, predominantly in areas involving basic paperwork-processing and financial transactions. Occupations like clerks and secretaries have been declining for several years and are projected to continue to decline, likely in part because of technological changes. The growing automation of government processes and adoption of more complex technologies has likely contributed to the increase in higher-level business and financial occupations and computer-related occupations.

• The growth of complex technologies has begun to restructure work in significant ways, raising fundamental questions about how technology changes responsibility for decision-making and who is responsible for overseeing and fixing the inevitable malfunctions, mistakes, and negative impacts of digitized processes. Workers often feel stressed and uncertain as their jobs are transformed. They value the improvements technology can bring, but they also see technology projects rolled out without a clear plan for training and worker involvement, without clear expectations of workers, and without internal IT capacity adequate to managing the impacts of technology on the lives of clients.

• Despite the relatively high share of public sector workers represented by a union, technological solutions are still frequently developed without involving workers. Governments are just beginning to put policies and regulations in place to manage the impacts of technology on citizens, but there are few examples of such policies addressing the impacts on workers.

People who go into public service often have aspirations to improve people’s lives, and are concerned about how technology can deepen existing inequities, make it harder for people to access critical services, and jeopardize the trust between citizens and their government. The possibilities for technology to greatly improve public services are significant, and recent public investments in infrastructure and internal technology capacity development present an important opportunity. A high road approach to this rapidly expanding use of technology will require policies and regulations that bring transparency, accountability, evaluation, and worker and client voices into the process of designing and implementing technology.
Section One: Introduction

More people have interacted directly with government to obtain a service or benefit over the last two years than ever before, as demand for unemployment insurance, basic needs assistance, and public health services skyrocketed. And many of those people used computers or mobile phones to obtain services that until March 2020 had required in-person appointments and paper applications. Some of these transitions to remote services happened virtually overnight. Across the country, schools and universities closed and teachers had to figure out how to teach online, often over spotty internet connections to students who had only a shared cell phone to access class. In some states, plans to gradually replace workers with automating technology instead happened abruptly and at once, costing hundreds of workers their jobs. Millions of government office workers were sent home to figure out how to work remotely, conducting everything from client interviews to court hearings on Zoom.

The COVID-19 pandemic has highlighted the important role government plays in people’s everyday lives and the value of being able to effectively and quickly distribute sound information, goods, and services. The challenge of rapidly scaling up service delivery along with the need to deliver services remotely highlighted areas of profound underinvestment in the public sector, particularly in the area of technology.

Technology use in the public sector has always been uneven—some employers have steadily increased the use of machines and technology-enabled automation to manage internal processes and organize work, and some are using advanced technologies to analyze data and supplement decision-making. But many areas of government went into the pandemic heavily reliant on in-person interactions and paperwork, with limited capacity to analyze or manage the large volumes of data they collect.

The recent infusion of funding for technology investments has added to the push for broad technology adoption in the public sector. Governments are engaging in a range of efforts to use technology to transform how they do work, pushed by calls for the public sector to catch up to the private sector in its ability to serve clients using a variety of platforms. And ideas of how technology can more fundamentally transform government are fueling growth in the usage of artificial intelligence and related technologies to inform policy, target resources, make decisions, and much more.
All of these factors make now a critical moment to examine how these changes will affect workers, the public, and the relationship between government and citizens.

Research questions

This report sets out to explore four questions:

- **What are the relevant technologies in the public sector?**
  - What technologies (new, old, or on the horizon) have the potential to significantly affect employment and job quality (wages, skill requirements, the organization of work, etc.)?

- **What factors drive technological choices?**
  - What drives decision-making about which technologies are adopted and how they are implemented in the workplace?

- **How will technology change the experience of public sector work?**
  - How are technologies likely to impact specific occupations—and how might those effects be distributed across types of workers?
  - How do different technologies alter the working conditions of public sector workers?
  - How might technology alter the relationship between workers and the public, especially as it shifts the relationship between citizens and their government?

- **What kinds of interventions can protect against the potential downsides of technology use in the public sector?**

Scope and methods

This report focuses on the 15% of the U.S. workforce that is directly employed by a federal, state, or local government entity, with the exception of public health services and hospitals, which are covered by the Labor Center’s previous report on technology and healthcare.²

Technology is a broad and ambiguous term, including everything from printers to machine learning. In the public sector, there is an enormous range of technologies: license plate readers, driverless public buses, facial recognition cameras, online application portals, and predictive analytics software. In some places, governments are still grappling with the impacts of
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Technologies that have been around for decades; in others, they are facing existential questions about how technology may impact fundamental civil rights.

Most of the research in this report is qualitative, gathered by attending virtual conferences, reviewing public contracts and procurement and technology policies, reading academic and industry reports, and interviewing public workers, experts on technology and work, government agency staff, community watchdogs, union representatives, consultants, and technology providers. That research encompassed all aspects of technology adoption: marketing, development, contracting, implementation, and evaluation. Bureau of Labor Statistics and Census data were used to identify public sector jobs across levels of government, the characteristics of workers doing those jobs, and how government employment has changed over recent decades.

A note on terminology: the terms “clients” or “citizens” are used interchangeably to refer to the members of the public who interact with the government and government workers. Because of the many different functions government performs, there isn’t a single term that always fits. Citizens is intended to mean anyone interacting with the government, not the legal definition of national citizenship.
Section Two:
About the Public Sector

A. Public sector employment

In 2022, about 15% of the U.S. workforce—more than 22 million people—work for a federal, state, or local government entity. Local governments employ the most workers (63% of the public workforce), followed next by state (24%) and then federal (13%) (Figure 1). Local government education (K-14) accounts for 35% of public sector jobs, and state education (higher education) accounts for 12% (Figure 2).

The number of workers in the public sector—and their share of the total workforce—has declined overall over the past two decades. This decline has been most significant in local government, which has 3.6% fewer workers in July 2022 than in July 2008, the peak of public sector employment before the impact of the Great Recession. Over that same period, total private employment has grown by 12%, and the U.S. population by almost 7%. This trend includes a sharp decline from 2008-2012 followed by a weak recovery. Most areas of government had only just recovered the employment losses from the Great Recession by February 2020, with one exception: local education was still below pre-recession levels at that time, and as of July 2022 it remained 5% below July 2008 levels.

This history of long-term stagnation in public sector employment is an important piece of the context of technology implementation. Population growth combined with public health and economic crises have increased the demand for government services at the same time that employment declines have left agencies struggling to maintain service levels, especially during times of crisis.
### Figure 1. Public sector employment, 2008-2022

<table>
<thead>
<tr>
<th></th>
<th>July 2008</th>
<th>July 2022</th>
<th>Change 2008-2022</th>
<th>2022 share of nonfarm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Federal</td>
<td>2,767</td>
<td>2,865</td>
<td>4%</td>
<td>2%</td>
</tr>
<tr>
<td>State</td>
<td>5,191</td>
<td>5,248</td>
<td>1%</td>
<td>3%</td>
</tr>
<tr>
<td>Local</td>
<td>14,610</td>
<td>14,114</td>
<td>-3%</td>
<td>9%</td>
</tr>
<tr>
<td>Public</td>
<td>22,568</td>
<td>22,227</td>
<td>-2%</td>
<td>15%</td>
</tr>
<tr>
<td>Private</td>
<td>114,923</td>
<td>130,202</td>
<td>13%</td>
<td>85%</td>
</tr>
</tbody>
</table>

Employment in thousands, seasonally adjusted
Source: BLS Current Employment Statistics

### Figure 2. Public sector employment, 2008-2022

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Federal</td>
<td>2,767</td>
<td>2,865</td>
<td>4%</td>
<td>13%</td>
</tr>
<tr>
<td>Hospitals</td>
<td>274</td>
<td>357</td>
<td>30%</td>
<td>2%</td>
</tr>
<tr>
<td>Department of Defense</td>
<td>497</td>
<td>552</td>
<td>11%</td>
<td>2%</td>
</tr>
<tr>
<td>Postal Service</td>
<td>750</td>
<td>603</td>
<td>-20%</td>
<td>3%</td>
</tr>
<tr>
<td>Other</td>
<td>1,247</td>
<td>1,353</td>
<td>9%</td>
<td>6%</td>
</tr>
<tr>
<td>State</td>
<td>5,191</td>
<td>5,248</td>
<td>1%</td>
<td>24%</td>
</tr>
<tr>
<td>Education</td>
<td>2,365</td>
<td>2,607</td>
<td>10%</td>
<td>12%</td>
</tr>
<tr>
<td>Hospitals</td>
<td>360</td>
<td>410</td>
<td>14%</td>
<td>2%</td>
</tr>
<tr>
<td>Gen admin</td>
<td>1,931</td>
<td>1,775</td>
<td>-8%</td>
<td>8%</td>
</tr>
<tr>
<td>Other</td>
<td>535</td>
<td>455</td>
<td>-15%</td>
<td>2%</td>
</tr>
<tr>
<td>Local</td>
<td>14,610</td>
<td>14,114</td>
<td>-3%</td>
<td>63%</td>
</tr>
<tr>
<td>Education</td>
<td>8,119</td>
<td>7,716</td>
<td>-5%</td>
<td>35%</td>
</tr>
<tr>
<td>Utilities</td>
<td>246</td>
<td>245</td>
<td>0%</td>
<td>1%</td>
</tr>
<tr>
<td>Transportation</td>
<td>268</td>
<td>277</td>
<td>3%</td>
<td>1%</td>
</tr>
<tr>
<td>Hospitals</td>
<td>659</td>
<td>675</td>
<td>2%</td>
<td>3%</td>
</tr>
<tr>
<td>Gen admin</td>
<td>4,229</td>
<td>4,161</td>
<td>-2%</td>
<td>19%</td>
</tr>
<tr>
<td>Other</td>
<td>1,084</td>
<td>1,010</td>
<td>-7%</td>
<td>5%</td>
</tr>
</tbody>
</table>

Employment in thousands, seasonally adjusted
Source: BLS Current Employment Statistics
B. Types of government employers

There are many types of employers in the public sector. Federal and state agencies range from some of the largest employers in the country to agencies with a dozen staff serving a rural state. Local governments are even more diverse and numerous: in 2017 (the most recent government census) there were 90,126 local governments, of which 51,146 were special-purpose governments (entities that perform only one or a very limited number of functions, including 12,880 independent school districts), 3,031 counties, 19,519 municipalities, and 16,360 townships. These governments represent an enormous range of size, governance, funding, and mission:

- Federal agencies: defense, postal service, veteran affairs, homeland security, justice, commerce, environment protection
- State agencies: health and human services, labor and employment, environmental protection, financial administration (including taxation), general administration
- Education: state university systems, local K-12 and community college districts
- County agencies: county governments, county social services, sheriff departments, probation departments, library systems
- Municipal governments (cities, townships): police and fire departments, public works, recreation, general administration
- Public authorities and special districts: utilities, transportation systems, ports, airports, hospitals
- Court systems: city, county, state, federal

The federal government is the single largest employer in the United States with 2.1 million civilian employees (followed by Walmart with an estimated 1.5 million). The largest federal agency is the Department of Veteran Affairs, with about 337,000 workers. The Department of Defense has 2.91 million service members and civilians. In most states, a state entity (usually the university system) is the largest employer. Cities and counties (or their school districts) are often the largest employers in their jurisdiction. Some of the largest non-federal public employers in the U.S. include:

- University of California (230,000)
- New York City Department of Education (140,000)
- City of New York (106,000)
- Los Angeles County (106,200)
Public employers have significant differences in their capacity to invest in new technology, manage its implementation, and evaluate whether a new technology use is producing the expected benefits. Variations in technology use, as well as the impacts of technology on stakeholders, are shaped by several factors:

- **Laws and regulations:** Public employers face varying local and state regulations on contracting for services, financial accounting, data privacy, accessibility, and more. Some are subject to specific regulations in their sphere—such as healthcare and education—and some must follow federal rules tied to funding streams.

- **Size:** Larger employers may realize more benefits from capital investments in technology because of economies of scale, purchasing power, and greater IT capacity (including expertise in procurement and contracting). Off-the-shelf technologies that can be paid for per user are more accessible to smaller employers than customized programs that require significant development.

- **Funding:** Funding streams come with different levels of flexibility: the activities allowed by earmarked versus general funds, one-time versus ongoing, capital versus operating, and rules tied to intergovernmental funding all determine how readily available new technologies will be. For very large agencies, seemingly simple upgrades (such as new Windows operating systems) require significant cash outlays and staff time.

- **Autonomy and accountability:** Public entities have varying levels of autonomy and different accountability structures. For example, some police departments are overseen by independent commissions that set rules for how electronic data is gathered and used, or that may mandate technological strategies for accountability. Agencies that are accountable to higher levels of government may adopt widely-used technological systems to facilitate reporting and outcome evaluation.

- **Political context:** There are also political motives that affect technology decisions or how technology is used (either its intent or its impact). For example, in some states, governors and legislatures have taken strong stances against accepting federal funding (such as increasing Medicare) and take the position that public benefit programs should be harder to access, not easier. In such an environment, technology could be adopted to create barriers to access (for example by raising the threshold of technology access
required for someone to access benefits or designing programs that weed out many eligible applicants), thereby reducing costs not just in staffing but in program spending. In other states, significant efforts are made to measure and expand the share of eligible beneficiaries who obtain benefits, and technology is viewed as a way to reach more people, not fewer.

C. What public sector workers do

Public sector workers cover almost the entire spectrum of occupations and tasks in the labor market. More than 6 million (29%) public sector workers perform educational instruction and library services; more than 5 million of those work in local education (which includes, in most states, 2-year colleges in addition to K-12) (Figure 3). Another 4.3 million (14%) are in office & administrative support (OAS) or business & financial operations. Two million work in protective services (police, fire, and corrections), and 1.2 million in healthcare. The full breadth of public sector work includes:

- **Financial transactions**: purchasing and selling goods and services, collecting fees and fines, issuing payments (e.g., benefits, tax refunds).
- **Application processing**: processing paperwork and determining eligibility for services, such as benefits (e.g., unemployment insurance, social security, food stamps), licenses (e.g., drivers’, business licenses, passports), and official documents (e.g., property records).
- **Management and administration**: human resources, program evaluation, financial planning performed by managers, business and financial analysts.
- **Direct service**: counseling and social workers, teachers, healthcare services (vaccinations and medical care).
- **Public safety**: fire prevention and firefighting, policing (e.g., emergency call centers, crowd protection), national defense, emergency response.
- **Compliance**: monitoring compliance with laws and regulations (e.g., environment, food safety, parks, business and labor regulations)
- **Law enforcement**: collecting fines, arresting and processing individuals, conducting court procedures, running detention facilities, monitoring people on probation and parole.
- **Infrastructure and maintenance**: building and maintenance of public facilities, including everything from bridges to subways to park landscaping.
- **Public transportation**
- **Mail processing and delivery**
This occupational mix has changed over time as government priorities shift and jobs are restructured, with some of that restructuring likely the result of expanded technology use. During the decade before the pandemic, occupations in office and administrative support (OAS) lost more than a quarter of a million jobs (-256,050) (Figure 4). Other significant declines from 2011-2019 were in food preparation (-41,330), building and grounds (-51,710), and personal care (-41,020).\(^8\)
Over that same period, occupations with the most growth included educational instruction and library (113,950), business and financial operations (115,980), management (98,230), protective service (83,760), and community and social service (64,830). (See Figure 5 for distribution of those changes across federal, state, and local government.)

The pandemic changed these trends in some key areas: educational instruction occupations declined by 7% (-469,070) from 2019-2021 (Figure 6), as school districts closed down and laid off staff; building and grounds maintenance took a similar hit as more public buildings were closed. Declines in OAS, food preparation, and personal care continued, as did growth in business and financial operations.

**Figure 4. Government employment by major occupation, 2011-2019**

<table>
<thead>
<tr>
<th>Occupation</th>
<th>2019</th>
<th>2011-19 change</th>
<th>Percent change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Educational Instruction and Library</td>
<td>6,570,850</td>
<td>113,950</td>
<td>2%</td>
</tr>
<tr>
<td>Office and Administrative Support</td>
<td>3,102,970</td>
<td>-256,050</td>
<td>-8%</td>
</tr>
<tr>
<td>Protective Service</td>
<td>2,117,600</td>
<td>83,760</td>
<td>4%</td>
</tr>
<tr>
<td>Business and Financial Operations</td>
<td>1,290,300</td>
<td>115,980</td>
<td>9%</td>
</tr>
<tr>
<td>Healthcare Practitioners and Technical</td>
<td>1,209,350</td>
<td>25,890</td>
<td>2%</td>
</tr>
<tr>
<td>Management</td>
<td>1,111,530</td>
<td>98,230</td>
<td>9%</td>
</tr>
<tr>
<td>Community and Social Service</td>
<td>812,330</td>
<td>64,830</td>
<td>8%</td>
</tr>
<tr>
<td>Building and Grounds Cleaning and Maintenance</td>
<td>690,510</td>
<td>-51,710</td>
<td>-7%</td>
</tr>
<tr>
<td>Transportation and Material Moving</td>
<td>662,140</td>
<td>-13,050</td>
<td>-2%</td>
</tr>
<tr>
<td>Installation, Maintenance, and Repair</td>
<td>569,250</td>
<td>41,900</td>
<td>7%</td>
</tr>
<tr>
<td>Food Preparation and Serving Related</td>
<td>509,200</td>
<td>-41,330</td>
<td>-8%</td>
</tr>
<tr>
<td>Construction and Extraction</td>
<td>480,690</td>
<td>-16,900</td>
<td>-4%</td>
</tr>
<tr>
<td>Life, Physical, and Social Science</td>
<td>459,620</td>
<td>7,950</td>
<td>2%</td>
</tr>
<tr>
<td>Computer and Mathematical</td>
<td>445,110</td>
<td>46,620</td>
<td>10%</td>
</tr>
<tr>
<td>Personal Care and Service</td>
<td>428,400</td>
<td>-41,020</td>
<td>-10%</td>
</tr>
<tr>
<td>Healthcare Support</td>
<td>314,080</td>
<td>11,070</td>
<td>4%</td>
</tr>
<tr>
<td>Architecture and Engineering</td>
<td>309,030</td>
<td>-12,210</td>
<td>-4%</td>
</tr>
<tr>
<td>Legal</td>
<td>272,250</td>
<td>14,690</td>
<td>5%</td>
</tr>
<tr>
<td>Arts, Design, Entertainment, Sports, and Media</td>
<td>205,160</td>
<td>9,450</td>
<td>5%</td>
</tr>
<tr>
<td>Production</td>
<td>192,890</td>
<td>9,580</td>
<td>5%</td>
</tr>
<tr>
<td>Sales and Related</td>
<td>87,940</td>
<td>1,180</td>
<td>1%</td>
</tr>
<tr>
<td>Farming, Fishing, and Forestry</td>
<td>24,920</td>
<td>-2,920</td>
<td>-12%</td>
</tr>
</tbody>
</table>

Source: BLS OEWS
D. The public sector workforce

Both white and Black workers are overrepresented in the public sector compared to Hispanic and Asian workers but are concentrated in different segments of the workforce (Figure 6). Black workers make up 12% of the U.S. workforce but 21% of federal workers. White workers are overrepresented in local and state government (they hold 68% of local government jobs).
That distribution has changed very little over time, except to follow demographic changes in
the overall workforce and with an increase in the relative concentration of white workers in the
public sector. Hispanic and Asian workers are even less likely to work in the public sector now
than in 2008, while the share of Black workers has held steady.

There is significant occupational segregation within government, which means that restructuring
of public sector jobs can affect the demographic composition of the workforce. The K-12
teaching workforce, which accounts for the largest share of local government employees, is
estimated to be to 80% non-Hispanic white, and 75% female.¹⁰ More than 20% of Postal Service
employees are African American. Black workers are also more concentrated in lower-grade
clerical positions in the federal government and overrepresented in clerk positions across the
government—positions that are more susceptible to automation and projected to decline.¹¹

Specific occupations in the public sector that have high rates of racial segregation are listed
below:

- Occupations with the highest percentage of white workers: K-12 and preschool
teachers (including speech pathologists, special education, and librarians); education
administrators; chief executives, general and operations managers, computer and
information systems managers; EMTs and paramedics, firefighters, and police officers;
judicial workers; secretaries and assistants.¹²

- Occupations with the highest percentage of Hispanic workers: home health aides;
childcare workers; and repair, engineering, construction occupations.

- Occupations with the highest percentage of Black workers: bus drivers and other drivers;
crossing guards; correctional officers and supervisors including probation officers;
nursing assistants; cleaners (both housekeeping and janitors); transportation screeners;
customer service representatives; nursing-related and home health care; billing clerks;
postal clerks and sorters; social workers and social service; human resource workers;
purchasing managers.

Figure 6. Race and ethnicity of government workers, 2021

<table>
<thead>
<tr>
<th>Race</th>
<th>Local</th>
<th>State</th>
<th>Federal</th>
<th>All public</th>
<th>Private</th>
</tr>
</thead>
<tbody>
<tr>
<td>White</td>
<td>68%</td>
<td>64%</td>
<td>58%</td>
<td>65%</td>
<td>61%</td>
</tr>
<tr>
<td>Black</td>
<td>13%</td>
<td>16%</td>
<td>21%</td>
<td>15%</td>
<td>12%</td>
</tr>
<tr>
<td>Hispanic</td>
<td>14%</td>
<td>12%</td>
<td>11%</td>
<td>12%</td>
<td>19%</td>
</tr>
<tr>
<td>Asian</td>
<td>4%</td>
<td>7%</td>
<td>7%</td>
<td>6%</td>
<td>8%</td>
</tr>
<tr>
<td>Other</td>
<td>1%</td>
<td>1%</td>
<td>3%</td>
<td>2%</td>
<td>1%</td>
</tr>
</tbody>
</table>
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E. Public sector job quality

Public sector jobs generally provide more job security and benefits than private sector jobs. Although there is some debate about how to structure apples-to-apples comparisons between private sector and public sector wages, incomes for state and local workers are generally lower than those of comparably situated private sector workers, but pension and health benefits largely compensate for the gap. In some occupations, the private-public sector differential is more significant; teachers, for example, typically earn much less than similarly-educated workers in other professions. The gap between public and private sector wages has widened since 2020, leaving many agencies struggling to fill positions.

When controlling for education and occupation, public sector wages are typically lower than those of equivalently-positioned private sector workers, but many researchers have found that benefit packages and job stability make up for those differences. Broadly speaking, the public sector has offered an important pathway to economic stability for millions of Americans, particularly Black workers, nearly 20% of whom work for government. While private sector workers have seen their wages and benefits eroded significantly over the past decades—some of which has been attributed to growing use of automating technology—public sector job quality has not deteriorated to the same degree. There are several measures of public sector job quality:

- Public workers are more likely to have quality health insurance, sick leave, vacation, and paid family leave.
- Public workers are more likely to have a defined benefit pension plan (and access to those plans is one reason the white-Black wealth ratio for public sector workers is 2:1 compared to 10:1 in the private sector).
- Public workers are slightly more likely to have bachelor’s degrees, and about twice as likely to have an advanced degree, although that varies significantly by occupation.
- Public sector earnings are less unequal than those in the private sector: gender and racial wage gaps are smaller and the earnings distribution for Black and Hispanic workers is higher in the public sector.
- Public sector workers are far more likely to be represented by a union: 33.9% compared to 6.1% of private sector workers. Half of all union members in the U.S. work in the public sector. The Supreme Court’s Janus v. AFSCME decision in 2018, which allows public sector workers to decline union membership at their worksite without paying an “agency fee,” was expected to diminish public sector union membership, but that does not appear to have happened.
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- The National Labor Relations Act does not cover public sector workers, so state laws govern union and collective bargaining rights for public employees. Some states ban or limit collective bargaining rights for public sector workers, so there is significant variation in public sector unionization rates between states, from less than 10% in North Carolina and South Carolina to almost 80% in New York and Connecticut. Most Southern states ban public sector unions, as does Arizona, and several other states have restrictions on public sector unionization and bargaining for all or some types of workers.
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“The technologists tell us that the machines are coming, but our data show that they have been here—in public service, working on problems of great public importance—since 2009.” (Whitford 2020)

Many of the technologies used in the public sector are familiar workplace tools that have gradually taken over work processes across the economy: e.g., computers, cloud storage, mobile apps, smart cameras, data analytics, and basic automating machinery. Other technologies are less apparent in people’s everyday work but are quickly growing as employers identify new ways to use them: machine learning, robotic process automation, integrated data systems.

Understanding how technology use impacts work requires understanding how technologies interact with different tasks. Every job is comprised of many types of tasks, for example: data entry, analyzing information, monitoring physical or electronic activity, making decisions, interacting with clients, operating vehicles, maintaining machinery, putting out fires, making decisions, or recording court testimony. This report examines how tasks performed by public sector workers interact with five overlapping types of technology:

- Manual task automation
- Process automation
- Automated decision-making systems
- Integrated data systems
- Electronic monitoring
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A. Manual task automation

Manual task automation technologies perform a physical task otherwise performed by a person—such as lifting, driving, inspecting. These technologies may automate a single task or a chain of tasks; how much of a job they can perform will depend not just on the technology’s capabilities but on how the job is structured. These technologies may also collect, store, and process data that can then be used to perform additional functions or automate processes.

Examples of manual task automation used in the public sector:

- **Driverless transit**: Although automated fixed-rail transit (such as airport shuttles) has been around for a while, automation of buses that drive on streets is still very limited. Several cities have plans for automated buses, sometimes involving “bus platooning” in which several buses follow each other and share information about traffic and obstacles. Automated buses on roads have been piloted in several European cities, and the City of Las Vegas has automated rail and bus routes, but as with driverless cars, progress has been slower than early predictions.

- **Mail sorting machines**: Address readers and sorting machines used by the U.S. Postal Service scan mail for destination information and distribute it through sorting facilities and onto trucks.

- **Automatic meter readers**: Automatic meter reading collects usage and status data from water, electric, and gas meters. These data are still predominantly gathered by meter readers, who also document obstacles to physically accessing meters, contact customers to arrange access, and other functions.

- **Digital document printing**: As printing technology has advanced over the past 20 years, productivity increases have steadily reduced the number of workers needed to produce printed materials. Advances in digital communication technologies have led to declining use of printed material as agencies rely instead on computer graphic design and distribution of digital materials.

- **Personal computers, voice recognition and transcription software and equipment**: The expansion of personal computer use across occupations has largely eliminated the need for secretaries to take dictation and type up memos and reports, manage calendars, and other administrative tasks. As computers become better at deciphering and transcribing human language, the remaining secretarial and clerk tasks are being eliminated.

- **Robotic cleaning and landscaping equipment**: Machinery that can perform maintenance tasks self-directed or controlled by a worker.
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- **Smart parking meters**: Meters that take electronic payments, read license plate numbers, and reset meters automatically when cars leave parking perform nearly all of the tasks currently done by meter readers and parking enforcement.

- **Digital scanners**: Equipment that can scan tickets, payments, or identification at entry points that would otherwise be staffed, such as toll booths or building entrances.

## B. Process automation

“Automation makes it possible to do more with less, enabling agencies to leverage technology for speed and efficiency. In the contact center, this lets agents focus on more complex issues instead of handling simple inquiries and administrative tasks.” (Talkdesk marketing book)\(^{28}\)

“Today’s modern workforce needs advanced technology solutions that empower them to excel in new digital service delivery models. Robotic Process Automation (RPA) has gained traction for the ability to automate repetitive, high-volume manual processes across multiple applications. RPA enhances employee productivity by freeing up their time to concentrate on more important work and engage with customers. All this while lowering costs.” (USDA RPA website)\(^{29}\)

Process automation takes an entire work process—such as an application for benefits, from the entering of information to the distribution of payments—and moves it into a digital environment. The complexity of process automation varies widely; it can involve simply moving from paper forms to computerized ones, or automating a multi-step process such as validating data, checking for errors, and matching to eligibility criteria. The public sector has been increasingly embracing process automation as technologies become more readily available and “off-the-shelf.”

The transformations taking place in benefits administration illustrate these different processes. Clients now submit applications over a computer or mobile device, instead of submitting paper forms in person. Supporting documentation—such as identification and income records—can also be uploaded electronically. Technology can enable functions that previously had to be
performed in person—verifying someone’s identity visually, for example—to be performed using secure facial recognition programs. Process automation can also streamline cross-agency data linkages, enabling additional forms of automation, such as notifying clients of eligibility for additional programs.

As government processes become digitized, the work is changed not just by shifting data entry and file storage from paper to computers, but by enabling the use of computer processes to replace some human interactions. Where a client might once have asked questions of a caseworker while filling out paperwork in their office, they now consult a chatbot or receive smart prompts from the online application system. Where a worker might have personally called or sent mail reminders to their clients to submit missing information, now a digitized process identifies needed information and generates reminders and notifications.

Robotic process automation (RPA) is a more “intelligent” form of process automation in which artificial intelligence enables processes to learn from data and interactions to fuel chatbots or direct processes (e.g., sending notifications to clients or assigning tasks to workers). RPA is a central component of the federal digitization strategy and has been used widely across federal agencies.30

Chatbots are software applications that conduct online conversations with clients, either through text or speech. Chatbots can be relatively simple—programmed to respond to particular questions or statements, with the ability to use natural language processing to correctly interpret different phrasings—or more complex—including machine learning that allows them to “learn” from conversations and use predictive analytics to anticipate and personalize interactions.31 Chatbots can shift more elements of application processes to customers by providing assistance as they navigate online systems, and are accessible 24 hours a day. Chatbots can also be used to provide basic customer services, by being programmed to answer specific questions before directing someone to a human customer service agent.

Examples of process automation used in the public sector:

- The City of Mesa, Arizona, uses an automated chatbot to answer residents’ questions about licenses, payments, account status, and other services.32
- The State of Ohio uses RPA bots to perform many functions in health services, including eligibility notifications for disability beneficiaries and helping caseworkers in Medicaid offices fill out paperwork.33
- Companies have developed chatbots to embed into classroom websites to answer questions, provide personal tutoring, and score multiple choice tests.34
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- The Internal Revenue Service (IRS) uses bots in its procurement office to automate vendor compliance reviews and contract language updates (addressing a backlog created after staffing cuts), as well as voice bots to authenticate taxpayers and allow them to perform automated transactions.

- The U.S. Department of Agriculture (USDA) has an entire enterprise division devoted to implementing RPA across several federal agencies including FEMA and the GSA. These agencies use hundreds of bots for automating document processing, monitoring task orders, extracting reports from incoming emails, and conducting research on contractors.

- Several California counties use chatbots to support customers filling out CalFresh (California’s SNAP program) applications, building on an application portal originally designed by Code for America (GetCalFresh).

- U.S. Citizenship and Immigration Services (USCIS) uses a product called “RPA in a box” to automate aspects of processing applications for citizenship status as well as internal HR processes. A chatbot called “Emma” answers questions to site visitors in both English and Spanish.

- UIPath sells an RPA product for the Supplemental Nutrition Assistance Program (SNAP) that can process applications in about one-fifth the time of non-automated processes—New York City is their biggest customer.

- Code for America has helped cities develop automated processes for clearing criminal records for people convicted of drug offenses, restoring people’s rights to vote and making it easier for them to find employment.

- Several cities are incorporating RPA into 311 and 911 systems, using artificial intelligence to take information and direct calls, in an effort to manage high call volumes for non-emergency calls and alleviate overwhelmed 911 systems.

- NASA implemented an algorithm that automates routine internal tasks such as copying and pasting emails into support tickets.

- The General Services Administration (GSA) has used an RPA bot to streamline procurement, automating routine vendor evaluation tasks such as pulling DUNS numbers, validating the company’s identity, printing validation results, and emailing documentation to the contracting team.
C. Automated decision-making systems

“Artificial Intelligence, machine learning, automated decision-making systems, and predictive analytics are a series of overlapping terms and refer to a class of technologies that assist or replace the judgment of human decision-makers.”48 (Molnar 2020)

The most complex technologies can replicate high-level human cognition—evaluation, decision-making, and risk assessment—and have the most potential to significantly restructure both work and the relationship between governments and the public. Automated decision-making systems (ADM) can analyze large amounts of data using technologies ranging from simple mathematical analysis to computing that seeks to replicate human intelligence.49 This broad category of technologies can be used to make predictions that drive resource choices, render decisions based on a set of data, identify the drivers of programmatic outcomes, and provide complex support to customers.

Algorithms are instructions that computers can follow to analyze data and produce a result. Algorithms can use complex and large datasets and generate decisions to be used in anything from recipes to parole hearings. Because algorithms are originally designed by humans, there is concern that human biases can get built into such systems and then rendered invisible, exacerbating patterns of inequity.

Artificial intelligence (AI) seeks to imbue a computer program with the ability to make complex decisions using something close to human intelligence, rather than simply following a pre-scripted program. AI technologies include machine learning, rule-based systems, natural language processing, and speech recognition.50 AI can help make decisions, use visual and audio and other information to evaluate situations, and understand human language. AI can also add functionality to other technologies—e.g., chatbots and RPAs.51 Machine learning is a subset of AI in which programs learn from experience, surpassing the intelligence it was provided with in programming.52

Predictive analytics is the use of modeling to generate actionable predictions that are used in decision-making; how these predictions are used (i.e., the degree to which their predictions are taken at face value) varies. These kinds of predictive systems are described as “data-driven” decision-making, in which resources are directed based not on workers’ judgment but on where the system predicts resources will be most needed or most effective.
Examples of automated decision-making systems used in the public sector:

- Variants of a well-known program called “Rapid Safety Feedback” are used today by child welfare agencies in states including Ohio, Indiana, Maine, Louisiana, Tennessee, Connecticut, and Oklahoma.\(^53\)

- Predictive analytics has been used in child welfare services to target limited resources, drawing on vast amounts of data to predict which children are most at risk (for example, in Pittsburgh, Illinois, and Allegheny County, Pennsylvania).\(^54\)

- Predictive analytics has been used to predict and prevent inmate violence (e.g., by the Indiana Department of Corrections).\(^55\)

- Predictive policing relies on algorithms to direct resources to areas assessed to be more likely to have ongoing criminal activity (e.g., as used by the Los Angeles Police Department).\(^56\)

- Risk-based decision-making tools are used by criminal pretrial programs to identify defendants suitable for release before trial (in, e.g., Allegheny County, Pennsylvania and Mesa County, Arizona).\(^57\) Similar tools have been piloted for sentencing, although final discretion remains with judges.\(^58\)

- Louisville, Kentucky, implemented risk-based decision-making using a tool developed by the Laura and John Arnold Foundation and now releases 70% of defendants before trial.\(^59\)

- Algorithms have been used to flag potential cases of cheating in educational settings, using vast amounts of data to identify patterns associated with fraud.\(^60\)

- Artificial intelligence has been used to evaluate and render decisions on disability claims.\(^61\)

- The Department of Veterans Affairs uses machine learning to identify veterans at risk of suicide and reach out to them with additional services.\(^62\)

- Chicago Public Schools piloted a predictive analytical model to identify youth at risk of gun violence who would benefit from a youth violence prevention program.\(^63\)

- Proprietary software that uses algorithms to assess a convicted person’s risk of recidivism is used to guide judges’ sentencing decisions in Wisconsin.\(^64\)

- Machine learning is used to identify patterns of risk of homelessness and to direct services to high-risk individuals in Los Angeles County.\(^65\)

- The IRS is exploring the use of machine learning for tax enforcement, identifying returns for auditing by learning the factors associated with identified cases of tax fraud.\(^66\)
Machine learning has been piloted to identify students at risk of not graduating on time in two large Florida school districts. The model produces risk scores that educators can use to prioritize resources, based on the assumption that resource constraints prevent districts from assisting all students.67

D. Integrated data systems

Public officials, researchers, and CIOs have been pushing public agencies to integrate the vast amounts of data held by different government programs and put that data to use in program evaluation, fraud assessment, automated decision-making, and streamlined processes.68 CIOs identify data analytics as a key priority to meet customer expectations for higher performance, guide evidence-based policy decisions and enable greater citizen participation in government.69 The growing ubiquity of technologies that collect real-time data also generates more information to be fed into other automating systems.70

The development of integrated data systems and cloud-based data storage has enabled the expansion of automated decision-making and data analytics to transform many areas of public work. All agencies gather and hold huge amounts of data about their services and the people who use them. Vast amounts of data can be used to measure outputs and outcomes of service delivery and drive program changes and evaluation.71 For example, in 2015, Los Angeles County, using its IBM Master Services Agreement, set up a data sharing system—Countywide Master Data Management (CWMDM)—that includes over a dozen agencies.72 Several academic and nonprofit organizations have sprung up to support and promote such initiatives.73

Examples of integrated data systems in the public sector:

• Integrated gang databases have been developed in several states to share information about suspected gang members with judges, police, and school officials.74

• An integrated data system was developed in San Francisco to promote information sharing and collaboration between programs working with homeless residents.75

• Several court systems across the country use such data analytics to facilitate processing of defendants by clerks (e.g., Bexar County, Texas, and several jurisdictions in California).76

• Chicago’s Department of Family and Support Services was featured in a Microsoft-sponsored case study for its use of a data warehouse that analyzes data on early childhood outcomes to identify opportunities for program improvements.77

• Integrated data systems underlie efforts to offer integrated service delivery (for example, through 311 systems), eliminating the burden on citizens to figure out how to access multiple programs, instead requiring that workers (or technical systems) interact with clients about a range of services.78
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- Integrated data systems (along with other communication technologies) have facilitated the creation of comprehensive virtual call centers, such as that run by the Alaska Department of Health and Human Services—a “modern call center” that replaced the system of calling individual DHSS offices. The call center covers several programs, including Medicaid, SNAP, TANF, and heating assistance. The system used by agents integrates with the DHSS eligibility system, so workers see the information in the database as the call goes through.79

E. Electronic monitoring

Electronic monitoring technologies are used throughout the public sector, especially in public safety environments but also in schools, hospitals, and even to monitor public infrastructure:

- Checkpoint verification technologies monitor whether workers are visiting points along their routes, such as electronic visit verification (EVV) used in healthcare settings, and the Postal Service’s barcoded Managed Service Points (since replaced by handheld GPS scanners).

- Smart cameras that can sense movement, temperature, and other information are used to monitor patients, patrol buildings, scan airline passengers, and proctor exams.

- Traffic enforcement cameras that can detect red light, speed, and other violations transmit information about incidents to a data center where police officers can review and issue tickets.

- Software that conducts real-time monitoring of client calls evaluates worker’s tone, pace, and use of key words and provides real-time performance feedback, which can be used later in employee evaluations.

- Facial recognition technology has been deployed at several federal agencies, schools, hospitals, and other workplaces, recording attendance or flagging suspicious visitors.80

- Motion sensors connected to an AI system can alert caregivers to check on elder or home care clients based on movements and other health observations.81

- Intelligent infrastructure uses sensors to monitor infrastructure for downtime or repair needs and help make decisions about resource and personnel investments.82
Case: Public Safety

Law enforcement has expanded its use of technology significantly over the past several years: video surveillance, facial recognition, body cameras, drones and radar for traffic enforcement, and linked crime databases enabling the use of analytics. Some of these technologies have highlighted and exacerbated longstanding citizen concerns about invasion of privacy, racial bias, and over-policing. Border control systems increasingly manage and surveil migrants using technology, including automated decision-making to move migrants through detention or immigration processing, biometrics to store information about migrants, and surveillance drones that can detect human activity and communicate with border enforcement. Immigration and Customs Enforcement has used a computerized Risk Classification Assessment tool since 2013 to determine processing for arrested migrants. Chicago is using a predictive policing program that estimates the likelihood of a person being either a victim or perpetrator of gun violence and directs both police officers and social workers to their door. A technology called ShotSpotter which uses AI to detect gunshots has been presented as evidence in criminal trials by prosecutors, despite grave concerns about its accuracy and transparency. Las Vegas has piloted using a private communications company to monitor activity in its parks, and sharing that data with police for use in public safety investigations, thereby replacing monitoring by city staff.

Law enforcement’s growing reliance on technology to monitor populations and direct policing activity has many concerned that transparency and accountability are being weakened; it is difficult for citizens to get information about how decisions are made, as the formulas are opaque even to law enforcement officials. Much of the data on crime reflects widely proven biases in law enforcement; directing additional resources based on that data feeds directly into a system that is already providing safety for some populations and risk for others. On the other hand, better data gathered by technological monitoring of how law enforcement interacts with the public has produced important evidence for policing reforms.

Other technologies can reduce the interactions between law enforcement and citizens. Automated traffic enforcement (red light cameras and drones) flag potential violations, technicians review the photographs or other data and determine whether a violation has occurred, and the data is then reviewed by a police officer who decides whether to issue a ticket. Automated traffic enforcement would reduce the need for officers to pull over drivers and are often promoted by community advocates as part of a strategy for reducing police bias and civilian injury, which disproportionately affects people of color. For example, in New York City advocates sought to roll back an expansion of public transit police and reallocate funding to the Department of Transportation. However, many local and state governments don’t permit or have rolled back the use of traffic cameras because of public backlash. And of course, technological monitoring of drivers raises concerns around due process and privacy if information is shared with law enforcement without subpoenas or is hacked and shared.

The case of law enforcement illustrates that technologies themselves do not increase or reduce accountability and transparency, but they can amplify existing problems if there is not an explicit effort to understand the interaction between technologies, the workers who use them, and the people encountering those workers.
Case: Education

While the COVID-19 pandemic accelerated the adoption of technology in all parts of the public sector, the changes in education were the most dramatic in scale and pace. Overnight, schools from preschool to universities transitioned to remote instruction, in most cases with no preparation or infrastructure. In some parts of the country, remote teaching lasted until the fall of 2021. This transition meant that schools needed new programs for providing online instruction, submitting classwork, administering tests, providing intervention and special education services, and communicating with families. Higher education and even some K-12 districts already had access to computerized learning management systems, but very few had the technology in place to transit instruction, record lessons, equip students with the computers and internet needed to access instruction, and set up digital systems to perform the many other tasks of education: counseling, mental health support, family engagement, special education evaluations, and much more.

More than a year after K-12 students have returned to classrooms, the use of “edtech” to support learning appears to have maintained its significant pandemic-induced growth. The persistence of online education in many higher education venues may last indefinitely. The fiscal pressure on higher education to offer online courses, in particular those that can automate testing and grading, has been mounting for decades as the demand for higher education outpaces the funding, space, and staff available. The economies of scale provided by large online classes online make them a potentially profitable solution to resource shortfalls.

In addition to instruction, schools play an important role in child welfare, by monitoring students for warning signs such as truancy, behavioral issues, and mental health problems. Even before the pandemic, some larger school systems had experimented with using data analytics to identify students at risk for violence, suicide, dropping out, or other risks. As more assignments and classroom management takes place online, through the use of tools like Google classroom/education suite, it creates more opportunities for automating reminders, late notices, parent communication, and other functions. A lot of this is pitched as relieving teacher workload and burnout; in many districts, these technologies can provide services that existing staff lack the time to perform.

In addition to sustaining remote learning systems, there has been a significant expansion in the development and marketing of technologies to perform tutoring and other student supports. These technologies are being pushed in a context of ongoing resource shortages in K12, a looming schools staffing shortage, and national concerns about the pandemic’s impact on student achievement. For example:

- Digital tutoring by automated technologies (e.g., chatbots that interact with students while they take quizzes) has been used in many areas of both K-12 and higher education, as well as other government training programs (e.g., military training).93
- Online tutoring programs (e.g., TutorMe) have proliferated with the volume of one-time stimulus funding and concerns that tutoring needs can’t be met with local staff.94 Individualized tutoring programs
have been developed using AI/machine learning.\textsuperscript{95}

- Instructional technologies such as augmented reality/virtual reality (AR/VR) and digital games are being incorporated into lessons.\textsuperscript{96}

- Teachers have used automated grading tools ranging from basic scoring of Scantron exams to algorithmic evaluation of essays and AI grading of math tests.\textsuperscript{97}

- Several consultants have published guides to the potential uses of AI in education, including chatbots, natural language processing to evaluate reading proficiency, AI to identify risk factors in student emails, and much more.\textsuperscript{98}

- Districts have used algorithms to analyze student engagement with interactive textbooks and flag students at risk for academic failure.\textsuperscript{99}

- Higher education institutions have embedded chatbot technology in student administration systems to “nudge” students at risk of not finishing college.\textsuperscript{100}

- Schools have used machine learning to compile information from video and audio recordings to be used in teacher evaluations.\textsuperscript{101}

- The Florida legislature created the Florida Schools Safety Portal, an integrated data system that flags students presenting warning signs for gun violence, developed in response to the mass shooting at Marjory Stoneman Douglas High School.\textsuperscript{102}

- Some technology providers are promising a comprehensive “education-as-a-service” model in which everything from text reminders to facial recognition to customized learning plans to remote tutoring are offered as a single integrated system.\textsuperscript{103} Qualcomm’s model integrates subscription-based services from several edtech companies, a vision in which technology is embedded in every aspect of the school day.

The boom in educational technologies is the outcome of several factors: an education funding crisis that means schools simply can’t keep up with the services students need; ongoing staffing shortages in many areas of education; a mental health crisis that manifests in rising suicide rates and incidents of school violence; and the disruptions of the pandemic on student learning and pressure on districts to get student achievement “back on track.” Many districts are trying to roll back their reliance on technology to address concerns about privacy, digital equity, and the fundamental relationship between schools, teachers, and students. The field of “edtech” illustrates how technological reliance can emerge not from a comprehensive assessment of how technology can improve systems but instead as a solution to a dire shortage of other resources (funding and staff), spurred by a temporary crisis that incentivized quick tech investments.
Section Four: Drivers of Technology Adoption

By digitizing processes and making organizational changes, governments can enhance services, save money, and improve citizens’ quality of life.\(^{104}\) (Digital by Default 2016)

Who doesn’t want to replace mundane, repetitive tasks with higher-value analytic work, resulting in better accountability, transparency and citizen service?\(^{105}\) (March of the Robots 2018)

A. What drives technological change

Since the 1990s, advocates, researchers, and policy-makers have been touting the potential of technology to transform government: broad ambitions for “Digital Government”/“e-Government” were prevalent during the Clinton Administration.\(^{106}\) The first digital government frameworks described the potential of still-emerging technologies like machine learning and cloud-based storage to change decision-making, collaboration, public communication, and democracy. The aspirational goals of digital government appear in documents by technology councils and mission statements as early as 2002: “satisfying customer service expectations,” “increasing participation in government,” and increasing efficiency, effectiveness, and trust.\(^{107}\) These same ideals have persisted as technology becomes even more complex, with the emergence of artificial intelligence that has indeed transformed how government relates to the public.\(^{108}\) How have the motivations behind public use of technology evolved over time? How do the motives behind specific technology efforts affect how the work is changed and how success is defined?
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This report categorizes motivations into four themes:

1. **Efficiency and cost-reduction**
2. **Performance quality**
3. **Transparency and accountability**
4. **Crisis response**

### 1. Efficiency and cost reduction

Governments are continually pressed to “do more with less.” Revenues per capita—especially in local government—have declined in real terms over several decades as a result of tax-cutting politics, leaving governments struggling to maintain services in an increasingly resource-constrained environment. Technology offers the promise of more efficiently handling everything from determining benefit eligibility to assessing recidivism risk, thereby reducing staffing costs or enabling the same number of staff to handle a growing volume of work. Computer technology has been presented as a possible solution to government fiscal crises since 1977. From the viewpoint of efficiency and cost reduction, being able to digitize behind-the-scenes processes (storage and processing of paperwork, paying bills, and issuing checks, etc.) offers the most immediate productivity gains, especially as the technology becomes more standardized. Fiscal pressures are not simply the product of economic cycles; they are also created by political decisions. The efficiency imperative can be used to naturalize austerity and mask the fact that we have underfunded many government services. There is a persistent assumption that the private sector is more efficient than the public sector—that competition among private firms generates pressure to reduce costs through innovating, eliminating waste, and using firm inputs more efficiently. Without that market pressure, the narrative goes, governments are not incentivized to use resources efficiently. This narrative manifests in calls for incentivizing or forcing efficiency through reducing government spending, outsourcing or privatizing government functions, or basing funding on productivity metrics.

This narrative is overly simplistic: private employers do not always face significant competitive pressures, and when they do, cost-cutting can manifest in suppressing wages or ignoring regulations rather than innovating to increase productivity. Outsourcing and privatization have not been shown to increase productivity, efficiency, or innovation in the public sector, although they do reliably reduce public employment, and may reduce labor costs not through efficiency but by reducing compensation. Technology companies themselves are not necessarily more efficient either: there are many examples of IT contracts going significantly over budget and failing to realize cost savings. The structure of public contracting itself, and the often inadequate oversight of contractor performance, is also associated with inefficiencies and disincentives to keep costs low.
Making public services more efficient and easier to access has clear social and economic benefits. Reducing the time it takes for people to get needed financial support and allowing workers to serve more people are important goals. But simply automating processes in hopes that it will save money without jeopardizing effectiveness has backfired for agencies before; introducing new technologies in an environment of understaffing and underinvestment is unlikely to increase efficiency in the long run.

2. Performance

There are many ways that expanded technology use can improve performance quality, by increasing the speed, reliability, accuracy, and convenience of public services. Computers don't get tired or make calculation errors; they can sift through large amounts of data with greater accuracy and speed than people, and work around the clock. A computer can check the accuracy of tax forms digitally entered by a taxpayer far faster than a worker reviewing a paper form, and deposit a refund check in the bank within hours, rather than waiting weeks to receive a paper check.

Making it possible for people to obtain services outside traditional office hours minimizes the impact on their own work and family obligations, resulting in real social and economic gains. Many public benefit systems are structured in ways that impose a huge burden on people at their most vulnerable: people without reliable transportation required to make multiple office visits; people without vacation leave required to stand in line to meet a caseworker monthly; benefits processes so cumbersome that studies repeatedly show that only a fraction of eligible families are being served.113 Digitizing data entry and information processing is likely to reduce errors introduced by manual transcription, and data sharing makes it easier for clients to receive ongoing support from multiple programs. Finally, using technologies to gather and analyze data can enable better evaluation of program outcomes and identify opportunities to improve government services.

Another promised performance improvement is that technology can make government processes less susceptible to bias and fraud. The Governor of Indiana’s argument for adopting an automated welfare eligibility system was based on his accusations of “caseworker fraud, inefficiency, abuse, and ‘collusion’ with clients.”114 A prominent government technology media site frames automation as a way to tackle “fraud, waste, and abuse.”115 It is true that government programs have always grappled with some level of fraud, not typically by individuals by but large-scale criminal endeavors that set up false beneficiaries and take advantage of massive and siloed data systems to make fraudulent claims. For years, governments have experimented with systems that can comb through vast amounts of data and identify patterns indicating potential fraud, work that human analysts don’t have the capacity to do. Los Angeles County has used a SAS116 product for over a decade to detect fraud in Department of Social Services programs, as computers can use algorithms to detect suspicious patterns (such as repeated
Automating eligibility determinations for benefits and developing algorithms to prioritize tasks are intended to reduce or replace the role of human decision-making in public services, “rationalizing” decisions and eliminating the biases that human decision-makers may bring to their work. In reality, technologies have been repeatedly shown to replicate the biases of their programmers, and even to generate their own discriminatory outcomes. The assumption that technology inherently improves performance is persistent despite evidence that it often doesn’t: replacing human processes with technology-driven ones can deteriorate the quality of service, especially if technologies are developed without an adequate understanding of how workers actually perform their tasks.120

3. Transparency and accountability

Technological advances in secure data storage, data sharing, data analytics, and data visualization also have potential to enhance government transparency and accountability. Governments gather vast amounts of data in their day-to-day operations that could be used to provide valuable insight into program outcomes for agencies and policymakers. Integrated data systems and analytics can help governments see which programs are successful, whether programs are serving intended beneficiaries, and whether clients are experiencing long-term improvements in their lives.

While transparency is touted as a benefit of increased technology use, the question of who controls access to data and insights is still highly contested. The vast increase in the amount of data being collected has raised concerns by public citizens and organizations about how this data can be used and what happens if data is inappropriately accessed. The risks posed by increased data have led advocacy groups to seek leverage to force government to disclose what kind of data they’re gathering, how it’s being used, and how they’re preventing misuse.

Some advocates argue that technology use could contribute to a fundamental restructuring of the relationship between governments and their citizens,121 redistributing power from the state to its citizenry by restructuring information flows and enabling more deliberative democracy, in which the publication of program outcomes and spending leads to greater accountability.122 Code for America’s mission to build accessible government data portals—on public safety and budgets, for example—exemplifies this idea that technology and government accountability are intertwined.
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The idea that technology can level the playing field between the state and the public requires, of course, that technology use does not further obscure how resources are being used and how decisions are being made. Accountability and transparency must be intentionally and explicitly built into the ways technology is used.

4. **Crises**

Public crises—such as recessions, pandemics, or scandals—can also spur increased attention to and funding for technology innovation in government. When public health orders took effect in March 2020, governments across the country had to abruptly close their offices and shift to computerized work, doing in a span of a few months what some agencies had been planning to implement over years. The COVID-19 pandemic rapidly accelerated the pace of replacing manual, paper-based processes with digital systems. In addition to eliminating the need for in-person benefit applications, the pandemic also generated unanticipated experiments of conducting in-person interactions with remote technology, such as remote building inspections and court hearings. Many of those remote services have continued after the expiration of public health orders.

The pandemic also exposed the public sector’s aging technological infrastructure. Several state unemployment insurance systems—many reliant on outdated programming languages—nearly collapsed under the weight of unprecedented numbers of claims. In California’s unemployment insurance system, the ramifications of an archaic computer system were glaring, as hundreds of thousands of workers didn’t get paid for months, spent hours on the phone trying to get help, or had their bank accounts frozen by clumsy and flawed anti-fraud systems.

Crises may also lead to infusions of attention and funding for modernization, as has been the case with COVID-19 stimulus programs. While crises can provide important impetus for fixing things that aren’t working, they can also lead to quick fixes. Sudden infusions of funding for technology in the wake of crisis often come in forms not conducive to long-term investment, leading agencies to pursue one-time solutions instead of using technology to reshape processes for greater productivity and service quality. Crises can also lead to a proliferation of tech contracting as agencies struggle to keep up with unprecedented public demand.

**Remote work**

The COVID-19 pandemic generated flurry of investment in technologies that enable remote work. That shift has shaped expectations in the labor market since then, although it will probably be years before a “post-pandemic” equilibrium is reached. When offices and public buildings were closed in March 2020, public employers quickly implemented technology that would allow work to be performed from anywhere. Services that pre-pandemic had still required in-person office visits and paperwork are now primarily done using electronic documents and
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electronic communication. This required not just deploying equipment that workers would need at home—monitors, computer systems, reliable network connections—but also necessitated upgrading of cloud-based services and cybersecurity to enable workers to connect remotely to systems that handle large amounts of confidential data.

Public sector workers and their unions are still negotiating with employers what long-term hybrid and remote work arrangements might look like, including establishing new rules about performance monitoring and productivity expectations. Technology consultants and government associations have been developing models of what a hybrid workplace might look like, as have a handful of government agencies.\(^{125}\) (The federal government issued a revised telework guide in November 2021 for the first time since 2011.)\(^{126}\) Offering remote work is also seen by employers as a way to overcome worker burnout and to respond to the tight labor market. Some employers have sought to offer flexible work in exchange for a “results-only” work environment: instead of being expected to work a certain number of hours in the office, workers would be given performance targets to meet or asked to accept a certain degree of monitoring. Monitoring technology and performance analytics can enable

Some of the shifts made during the pandemic shutdown are likely to be permanent. For example, remote court operations are likely to continue long-term in many areas of the justice system. Both civil and criminal justice systems face a volume of work that far exceeds resources: before the pandemic, there were long wait times for hearings, and defendants could spend months in jail awaiting trial.\(^{127}\) Conducting court proceedings over zoom requires less transition time between cases, makes it easier for attorneys, defendants, and judges to attend from different locations, and enables court systems to process cases faster and reduce some of the injustice and frustration produced by an overwhelmed justice system. This change will affect the need for other workers involved in court proceedings: clerks, court reporters, bailiffs, security guards, and other workers whose positions don’t have equivalents in an online courtroom.

The same technology that enables remote work also facilitates “placeless” work—the redistribution of tasks across a large and physically scattered workforce. Once call centers can be staffed by workers in multiple remote locations, workers can be easily deployed as call center staff during surges in customer demand. This has led to employers wanting to expand job descriptions and build greater task flexibility into some jobs to allow workers to be assigned additional tasks.
SECTION FOUR: Drivers of Technology Adoption

B. Who drives technological innovation

“The American people expect to interact with government through digital channels such as websites, email, and mobile applications. By building digital services that meet their needs, we can make the delivery of our policy and programs more effective.”128 (U.S. Digital Service, 2022)

Governments have often been drivers of technological change; government policy and procurement can play an important role in innovation by defining how services should be delivered.129 Elected officials can play a leadership role both in advocating for technology use and in developing regulation and accountability systems for technology, funding technology investments, and issuing mandates for “modernization” or other technology-related goals. Public officials at all levels have campaigned on the potential for technology use to improve government.

1. The federal government

The federal government has for decades made efforts to mandate and incentivize technological advancement of government services. Investments to support technology implementation have waxed and waned; while investments expanded significantly during the pandemic, there had been numerous concerted efforts previously. The Government Paperwork Elimination Act was passed in 1998, spearheaded by then President Clinton.130 In 2000, testimony on the process of e-Government presented the logic and hopes underlying the introduction of technology into government processes.131 Successive administrations and Congressional agencies have repeated these imperatives and aspirations.

More recently, the 2017 Congress passed the Modernizing Government Technology Act; creating the Technology Modernization Fund (TMF), a revolving fund that supports IT modernization and cybersecurity projects.132 The American Rescue Plan added an additional $1 billion in funding to the TMF, spending intended to be closely monitored for its success in advancing the modernization of the federal government.133 The Trump Administration’s modernization agenda—“Shifting from low-value to high-value work”—centered on robotic process automation (RPA), which is used widely across the federal government.134 President Trump also established the American Technology Council in 2017 to develop a vision and recommendations for the modernization of federal IT, looking primarily at IT infrastructure.135

In 2021 President Biden issued the “Executive Order on Transforming Federal Customer Experience and Service Delivery to Rebuild Trust in Government.”136 The order emphasizes using technology as an equity tool to improve access and customer service; it outlines changes specific
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to nearly every area of federal government, including allowing clients to use WIC to shop online, enabling mobile-based Social Security applications, removing requirements for physical paper, and automatically integrating applications to all programs for which citizens may be eligible. The order also outlines “Ongoing Accountability for Federal Service Delivery,” focused on assessing the “customer experience” of customer-facing agencies referred to as “High Impact Service Providers” (e.g., Federal Student Aid, Centers for Medicaid and Medicare Services, and the Social Security Administration).137

These longstanding efforts illustrate both the persistence of a vision of modernized government and the complexity of technological change, particularly for large branches of government and programs that serve millions of people. The federal government’s mandates and emphasis on technology also directly affect state and local entities that receive federal funding.

Unemployment insurance administration has been a particular sore point for federal and state governments.138 Although UI is a federal program, each state manages its own system for administering benefits. The Great Recession exposed the archaic UI systems’ inability to handle an influx of claims; federal legislation was introduced in 2008 to modernize the program (focused on both funding and technology).139 The COVID-19 pandemic revealed that very little progress had been made since 2008, leading to a Congressional hearing and federal legislation to promote unemployment insurance modernization, including earmarked funds from the American Rescue Plan.140 Many states’ efforts to modernize their UI systems have been plagued by cost overruns, project abandonment, poorly tested systems, and enormous numbers of erroneous benefit denials.141 UI offers a useful example of both the importance and the challenges of “modernizing” government even when there is funding and motivation to do so.

2. State and local technology departments

Most state and local governments have consolidated IT functions into departments that have a broad innovation and technology-focused mission, led by a Chief Information Officer. These agencies typically play the primary role in identifying ways to incorporate technology in the workplace and pushing those technologies out through smaller units of government, as well as managing data sharing and data security. Chief Information Officers share ideas and resources through various networks, including the National Association of State Chief Information Officers (NASCIO), and through informal networks within states or program areas. Associations of government officials and agencies serve as a convening space for distributing ideas about technology and offer forums for technology companies to pitch their products and services (e.g., at conferences). For example, the NASCIO, the National Governors Association, the National League of Cities, and the U.S. Council of Mayors all hold events and publish papers on the role of technology in government.

Some states, such as California and New York, have created ambitious strategies for technological overhauls of government, such as California Governor Newsom’s $40 million
investment in the Office of Data and Innovation. This year, the City of Chicago announced an ambitious IT modernization initiative to lower the burden of receiving services, make services accessible digitally, ensure collaboration across city agencies, and replace outdated IT systems, under the leadership of a Bureau of Innovation and Technology. Some cities and states have also founded tech initiatives—often public-private partnerships—to focus on technology use in particular areas. For example, several New York area transit agencies are part of the NYC Transit Tech Lab, which funds pilot projects and research around automated public transit.

3. Technology companies and consultants

In 2000, the federal government was still a primary driver of IT innovation. While government continues to lead in some areas of technology development (especially in national defense and intelligence), most new technologies adopted in the public sector are developed, marketed, and implemented by private companies. These companies play a significant role in shaping conversations about technology use in the public sector; this include technology providers (cloud services, programing, IT infrastructure, specific technology infrastructure, programming support), and consultant groups (e.g., Ernst & Young, Deloitte, Accenture, McKinsey). Some of these actors are familiar from the private sector (Cisco, AWS, Google, etc.) and have special departments focused on public sector contracting; others are primarily focused on securing government contracts.

Governments often hire consultants to evaluate processes, identify opportunities for efficiencies, and advise on developing the scope of work for a request for qualifications/proposals, and then contract with providers of specific programs. Consultants also present themselves as thought leaders, producing “research” reports that quantify savings or performance improvements and present the outcomes of pilot projects. Consultants have even set up research programs that evaluate the technologies they themselves produce: for example, Blackboard launched the Center for Advanced Learning to study the effectiveness of virtual learning.

Consultants, providers, and government agency associations often appear intermingled in materials for conferences, reports about specific technologies, and news articles about technology trends. In this “govtech” world—it can be difficult to differentiate between research, journalism, and marketing. There are some powerful actors in this arena, reflecting the potential boon for companies that public sector contracting can bring. Most recently, Google created a Google Public Sector division in 2022 to focus on bringing Google products to local, state, and federal customers—to help them “accelerate their digital transformations.” The importance of these consultants in creating narratives about the capacity of technology to transform and improve government is hard to overstate. Especially given the underdevelopment of internal IT capacity in many agencies, these private actors are not just creating the products themselves but are conceptualizing and arguing for the kinds of products that are needed.
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C. Technology constraints

Despite significant momentum for greater use of technology in government, adoption remains uneven, and progress has been plagued by challenges getting projects off the ground and setbacks of project failures. Governments must weigh many concerns as they move to identify and implement new technologies: timely delivery of services, resource constraints, obligations of public transparency, preserving civil liberties, and serving hard-to-reach clients.151

- **Legacy IT infrastructure:** The most immediate challenge for many agencies is the cost and complexity of upgrading legacy IT infrastructure. Outdated computers and network systems can prevent agencies from taking advantage of the cloud-based data-sharing necessary to adopt more advanced technologies.

- **Funding:** Most government entities have underinvested in technology and other infrastructure upgrades simply because there aren’t enough funds to do so while maintaining services in a declining resource environment. The shifting of many software programs to subscription services rather than a purchasing model has also posed challenges for public entities in budgeting for technology. For very large agencies, the high cost of making significant hardware upgrades can be prohibitive. When large infusions of one-time funding for technology become available, agencies struggle to balance the urgency of spending time-limited funds with the deliberation needed to make effective long-term technology improvements.152 In addition, the shifting of many software programs to subscription services rather than a purchasing model has also posed challenges for public entities in budgeting for technology.

- **Limited internal IT staff capacity:** Many agencies have also developed insufficient internal IT staff expertise and capacity, which makes them heavily reliant on contractors and consultants. This is not a new problem: two decades ago in 2001 Congress held a hearing on “The Federal Government’s Technology Workforce Crisis.”153 IT is one of the most commonly outsourced functions of government, despite plenty of evidence that doing so is more expensive and has significant downsides.154 Among those downsides is reliance on private contractors, whose incentive is to build in dependency on their proprietary programs and services rather than creating systems that could be handed off to an internal IT team.155

- **Uneven digital access:** When considering digitizing services, governments must continue to accommodate clients who lack adequate digital access.156 Because governments need to continue to serve all clients, new technological systems often must function alongside—rather than in place of—more traditional service structures (including staff, buildings, paperwork, etc.), at least for some significant transition period. This makes it hard to realize cost and efficiency savings.157 An appreciable percentage of Americans still lack access to reliable internet, especially in rural areas; others may find
it difficult to navigate electronic systems for other reasons. Of course it’s also true that
digital technologies can make government services more accessible to disadvantaged
populations by enabling the use of basic mobile phone technology to request services
and eliminating the need for time-consuming in-person visits. Successful and
beneficial government modernization will therefore depend on technology investments
by other actors—such as community broadband—in order to ensure that technology
adoption doesn’t create access inequities.

- **Organizational silos:** Public agencies often work in rigid organizational silos that make
it challenging to pursue transformations in processing and analysis. Efforts to build
integrated data systems often founder on the challenges of simply matching variables
and obtaining sharing agreements between agencies; agencies have entrenched ways of
interacting with people and offering services which can generate resistance to processes
that require integrating with other agencies’ programs. And agencies within the same
county may be accountable to state and federal funding streams that carry with them
specific regulations and ways of doing things.

- **Procurement policies:** Government entities are subject to laws and rules that govern
how they select and contract with outside vendors. Procurement offices oversee both
bidding and contract management; they also certify contractors in order to enable
jurisdictions to contract without competitive bidding. Chief Information Officers (CIOs)
have advocated for IT-specific procurement processes because IT contracting is so
different from other forms of government purchasing. This is particularly true as IT
moves toward “software-as-services”—renewable leases for software and hardware
use—instead of one-time purchases to which standard procurement is best suited. In
many places, CIOs see standard procurement policies as obstacles to effective
technology contracting, which doesn’t align with typical ways of measuring effectiveness
and presents specific challenges such as data security. Procurement for IT is sometimes
managed by a separate office; the federal government has separate regulations specific
to contracting for IT.

- **Public values of equity and transparency:** Public entities are obligated to engage with
the public about the implications of adopting technology—those implications include
the relationship between workers and the public they serve. The public sector should
be a model for protecting and managing private information, ensuring that services
are universally accessible, and being transparent about the role technology is playing
in public decision-making. Although it is necessary and important, engaging in public
deliberation about the impacts of new technologies does mean the process of adopting
new technologies can be lengthy, sometimes making it harder to use certain types of
funding.
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- **Cybersecurity concerns:** Cybersecurity dominates the concerns of CIOs. As more data is moved into the cloud and integrated with multiple datasets, a breach could reveal enormous amounts of personal information. Data gathered by governments are protected by many more laws governing confidentiality than data gathered by corporations, so the technological complexity of gathering, storing, and analyzing data is significantly higher than in the private sector. Many state governments are developing strategies for building up their internal cybersecurity capacity to try to address these concerns. Increasing reliance on technology for public services and processes also increases the risk that cybersecurity attacks could effectively cripple vital public services.

None of these constraints will prevent effective technology use by governments. In fact, the deliberation that they bring to the process of technology adoption is likely to increase the ultimate effectiveness of technology projects by forcing agencies to be explicit about weighing the benefits and risks of technologies.
Section Five: How Technology Impacts Work and Workers

As technology use expands across public sector workplaces, how will the work experience and job security of public sector workers be affected? While much of the focus on technology is how it could replace workers by performing specific tasks, the interaction between workers and technology is very complex. How the relationship between workers and technology affects the day-to-day experience of work—how rewarding, stressful, dangerous, repetitive, mundane, or creative it is—is highly dependent on how employers approach the relationship between workers and technology.

As public employers increase their use of technologies, there are four types of impacts on the workplace:

- **Job losses and gains**: How does technology affect the need for workers in different occupations as tasks are reconfigured or automated by technology? Which occupations are likely to decline, and which to grow? How do those workforce changes affect specific groups of workers?

- **Job complexity**: How does the use of technology change the need for specific skills, and how do changing skills needs affect the demographics and pay structure at a workplace? What happens to workers when technology changes the skills needed for their jobs—either “deskilling” their work or adding new skills requirements?

- **Managerial control**: How does technology affect expectations for productivity and performance? How does technology enable new forms of performance monitoring and evaluation?

- **Outsourcing**: How does technology facilitate the outsourcing of public work to private contractors or increase the reliance of public employers on private contractors to provide core services? What is the impact of outsourcing on public sector workers, both their employment prospects and the nature of their work?
It is important to emphasize that these potential impacts are happening within the context of many decades of declining worker power in the labor market and rising inequality between workers. The labor market is characterized by growing gaps between workers with different levels of formal education, and a decline in real wages for many workers without a college degree. Even absent changes wrought by technology, workers have been steadily losing ground because of declining labor union representation, legislation dismantling worker protections in some states, and the growing market power of certain employers. While forecasting the impacts of technology on specific workers is largely speculative, there is good reason for workers to be apprehensive about how those impacts will play out.

A. Employment impacts

As technology is introduced into a workplace, tasks are transformed and redistributed, and the need for specific skills and occupations may change. How these changes impact individual workers will depend on whether they are provided opportunities to develop new skills and move into new job areas. The labor market context in which changes could take place also affects the magnitude and nature of employment impacts. In late 2022, infusions of one-time funding and an unusually tight labor market have led many public employers to face significant labor shortages. In that context, the practice of adopting technology explicitly to reduce the need for workers may actually increase (in fact many companies are pitching their tech wares as a solution to staffing shortages).

As compared to the private sector, the structure of public sector funding and employment creates a different mechanism through which jobs are eliminated as work needs change. Job reductions often take place through attrition and reclassification rather than direct layoff, both because of stronger contractual rights to rehire and training where public sector unions exist and because of the complexity of eliminating and creating new positions within the public budgeting process. This can mean that technology-induced changes in occupational employment may take longer to appear in employment data.

Observable employment gains or losses that can be confidently attributed to technology use in specific areas of public sector agencies or occupations are limited to a handful of jobs. More commonly, specific tasks, rather than entire jobs, are performed or transformed by technologies. Over time, changes in how tasks are performed—and transference of tasks in response—will create a shift in occupational patterns, skills needs, and distribution of tasks, rather than replacing entire jobs in one step. At very large public employers, this can mean that work moves to a different bargaining unit or even to different agencies.

For decades, computers have been best suited to replace simple, routine, repeated tasks, enabling employers to substitute technology for workers who specialize in these tasks.
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In the public sector, this has primarily included occupations in office and administrative services (OAS), which has experienced a dramatic decline in employment since the 1990s.\textsuperscript{166} As computers become more widely used across the workplace, the work of preparing and managing documents has moved from secretaries and administrative assistants to lawyers, case workers, and managers. Dictation and scanning software has enabled computers to absorb tasks entirely. At the same time, more universal use of database applications have enabled administrative workers to perform more advanced tasks, such as creating databases and producing data analysis that might have previously been performed by a higher-level analyst.\textsuperscript{167} The occupational shifts described in Section 2 reflect these patterns: significant declines in OAS from 2011 to 2019, accompanied by growth in Computer and Mathematical and Business and Financial occupations.

Occupations in OAS with the most significant declines from 2011-19 were Executive Secretaries and Executive Administrative Assistants; Eligibility Interviewers, Government Programs; Postal Service Mail Sorters, Processors, and Processing Machine Operators; Office Clerks; Word Processors and Typists; Bookkeeping, Accounting, and Auditing Clerks; Library Assistants; Receptionists and Information/Record Clerks.

There are also areas of jobs growth fueled by technology. This includes both direct IT work (programming, web development, network maintenance, and IT support) and higher-level business and finance positions, which are associated with the more complex systems enabled by more advanced data gathering and electronic transactions. Computer and mathematical occupations classifications have evolved rapidly over the past decade, making it very difficult to evaluate historical patterns; for example, web developers and data analysts were only classified as specific occupations in 2018. It is also likely that the demand for public sector computer jobs is not reflected in occupational data because so much IT work is outsourced.

The Bureau of Labor Statistics projections for 2021-31 (Figure 7) predict that many of the patterns from the last decade will continue:

- \textit{BLS projected growth occupations}: management analysts, computer occupations, health services managers, software developers, firefighters, patrol officers, computer and information system managers.

- \textit{BLS projected declining occupations}: word processors and typists, data entry keyers, executive and legal secretaries and administrative assistants, file clerks, buyers and purchasing agents, cashiers.
Finally, other tasks may be indirectly displaced by technology use. For example, when technological processes reduce the need for physical locations where clients must come to submit benefit applications, there are fewer jobs required to keep those buildings open, clean, and secure. Due to the confluence of technology adoption and some permanency to remote work, the public sector will likely see reduced building usage and accompanying declines in janitorial, landscaping, and security employment.
SECTION FIVE: How Technology Impacts Work and Workers

B. Job complexity

Proponents of technology use—in particular process automation—emphasize its potential to enable more rewarding and productive work. Marketing pitches for process automation suggest that it can free workers from “drudge work” and allow them to focus on more complex and creative work, including meaningful interactions with clients.168 This can certainly be true in many cases, but how the overall work environment changes will also depend on how any changes in performance expectations are negotiated and implemented, how worker skill development is supported, and whether those complex tasks are instead absorbed by workers in other occupations.

Workers may be understandably skeptical of claims that technology will necessarily improve their jobs. Many are concerned about how technologies might actually “dumb down” their jobs or even eliminate them entirely. Emerging artificial intelligence and machine learning have shown potential to take over the core tasks that workers enter their field to perform: evaluating student work, managing supports for a foster child, providing a network of support for a homeless family, and deciding which social work clients to prioritize. Interviews with workers using AI found they sometimes feel they’re “cleaning up” after algorithms that do the job they used to do, but less accurately; they’ve been transformed from decision-makers to editors and error checkers.169

Conversely, algorithmic systems could instead generate important knowledge that enables workers to make more informed decisions, augmenting workers’ authority instead of diminishing it. How interaction between algorithmic analysis and human judgment is structured will shape the impact on workers: if the worker is seen as the human “shield” against abuse of algorithms, they may be assigned even more responsibility than when they were accountable only for their own decisions. If workers are not given the ability to explain an automated system’s decision to their clients—not uncommon when the decision-making rationales are embedded in proprietary algorithms—they will likely feel their job quality has been diminished.170

Some workers are happy to have shifted to remote interactions with clients, while others miss the human interaction aspect of work. Moving away from paper files has been a relief for most workers, but transitioning to digital processing and data storage has also enabled the elimination of the assigned-caseworker model, enabling clients to talk with any caseworker in their county. Some workers feel these changes undermine service quality and puts them into interactions with more clients who are frustrated. Overall, reducing human interaction and the use of the assigned-caseworker model can lead workers to feel they are not able to effectively perform their jobs.

As use of these technologies grow, so do the risks—both to the workers and to the public—arising from de-professionalizing some forms of work and handing over essential functions to technological processes.171 Skills that are aligned with the technological structure of the system itself—to distill family situations into data points and track large amounts of data—may
become more valued than traditional social worker skills—to assemble family narratives through qualitative information, grapple with complexity, and engage in complex decision-making. While these data management skills become more important to jobs affected by automated decision-making systems, many experts think that certain kinds of human decision-making and intelligence cannot be replicated with AI, such as social intelligence (negotiation, persuasion, and care), creative intelligence (generating new ideas), and perception/manipulation (comprehending a chaotic environment).\textsuperscript{172}

How these impacts play out will also depend on organizational norms and structures. Some research has found that algorithmization in hierarchical administrative cultures results in more bureaucratic control, while algorithmization in less hierarchical cultures results in more support for professional judgment.\textsuperscript{173} Algorithms, in other words, do not impose a model of organization, but can produce different patterns of use depending on workplace hierarchy and other factors.\textsuperscript{174}

The division of labor between ADM systems and human decision-making rests on the difficulty of balancing two conflicting purposes: maintaining some element of human discretion to mitigate the possible unintended consequences of algorithmic rules and removing human discretion to prevent bias or mistakes.\textsuperscript{175} In situations where judges retained discretion over whether to rely on sentencing algorithms, research has found that they are likely to go along with the algorithms’ recommendations even when those recommendations differ from the decisions they would have made in similar cases.\textsuperscript{176} Workers are caught in the middle of these significant questions—often feeling both that their power to make decisions has been reduced and that the consequences of bad decisions still fall on them.

C. Managerial control

As technology use expands in the workplace, workers may experience automation as intensification: caseloads or performance metrics are increased, and new elements of work are added. For example, social work caseloads have increased significantly over the past decade, both because of increasing numbers of clients and stagnant staffing levels. Digitization and automation have enabled social workers to manage some elements of the job in much less time, but have also led to increased complexity. The ability to easily find information about a client’s interaction with other public agencies helps workers serve clients better, but it also adds to the depth of assistance they are expected to provide. And many new digital systems developed don’t work as promised, which may take agencies years to admit; meanwhile workers struggle to explain why they can’t keep up with their growing caseloads.

Many technologies enable real-time and detailed monitoring of worker performance, including coaching workers while they provide services, commenting on their tone with clients, and reminding them how long they have been talking with a client.\textsuperscript{177} These functions are marketed as positive outcomes, but workers can experience them as interfering with their ability to focus
on what they’re doing. Case workers, for example, feel that these systems can make it harder for them to provide individualized assistance and fail to recognize how complicated it is to provide services, especially now that programs are more integrated through data systems and there is more information to document and respond to. In this way, technology can create additional stress and set productivity expectations that are hard to meet without compromising the quality of services.

Concerns about employer electronic monitoring have grown with the proliferation of remote work. For example, the inspector general’s office of the Social Security Administration told employees it would discipline remote workers for productivity declines, measured using computer logs and telephone records. In many cases, this kind of monitoring is done without workers’ knowledge, and relies on obtainable data such as keystrokes or data transfer rates, which may be poor proxies of actual productivity. In the private sector, such technologies are widespread and used to make determinations about everything from scheduling to task assignment to promotion and pay raises.

The same algorithmic processes that are adopted to make decisions and analyze data about public services can also be put to work evaluating and supervising workers. Technologies that monitor worker performance may also concentrate decision-making among a smaller group of managers, distancing workers from their supervisors once regular interaction is not the basis for supervision and evaluation. Instead of being accountable to a supervisor who they interact with regularly, and who can see them engaging in the many dimensions of work, workers may effectively be supervised by an algorithm, just as their clients are.

### D. Outsourcing

Outsourcing and privatization in the public sector has accelerated since the 1990s, for many reasons (although it is much less prevalent in states that provide public sector workers with strong bargaining rights). Although privatization and contracting out are often promoted as ways to increase efficiency and lower costs, they often lead to higher costs and reduces both employee productivity and service quality. One argument made for IT outsourcing is that public sector agencies cannot meet the pay levels of private sector technology jobs; contracting IT services gives public agencies access to a pool of skilled labor they can’t hire directly. For most IT services, the contractors performing the work are paid more than similarly situated IT workers in the contracting agency.

While most of the focus on technology and outsourcing has concerned the outsourcing of IT itself, technology also facilitates the effective outsourcing of other areas of work. Technology implemented and monitored by private contractors takes over tasks currently performed by government workers; even if those workers are absorbed in other areas, it’s important to
consider that work as having been outsourced. (In some cases, workers are being required to work with private contractors to feed information into the development of chatbots capable of performing their jobs.) The work of maintaining those chatbots may also be part of the private contract, effectively outsourcing the full array of functions of a government responsibility.

Contracting out, particularly for services like IT that are integral to a government’s ability of function and fulfill its mission, diminishes the public sector’s ability to perform and oversee such services; expertise is externalized and institutional knowledge is not available to the agency, unless they continue to contract with the same vendors. If the public sector is to fully realize the benefits of technological transformations, building internal technology capacity is vital.
Section Six:
The Path Forward

Disruptive technological innovation, by definition, will leave in its wake profound societal changes that, in turn, will force a reassessment of the role of the State and a renegotiation of the social contract. (Leitner et al. 2019)

Technology use is inherently neither problematic or beneficial: automation can free workers from tedious paperwork and increase productivity, benefiting both workers and society. Or advanced technologies can be used to exert greater control over both workers and clients, driving costs down not by increasing productivity but by reshaping labor relations.

Technology’s impact on workers and the public will depend on how its implementation is negotiated among stakeholders. There are many opportunities for technology to enhance the ability of public sector workers to serve their clients better, handle growing workloads, and engage in more rewarding work. But there are also ominous possibilities: deteriorating job satisfaction, reduced civil liberties, and growing reliance on private technology providers to the detriment of the public sector’s mission.

Some concluding concerns are listed here, followed by a discussion of three strategies for addressing them:

• Digitizing paper processes is often approached as a straightforward process, but many projects have foundered even in the early stages of automation. Government processes can be inordinately complex and burdensome, reflecting the (often needlessly) elaborate criteria of the policies themselves; trying to feed these steps into a computerized process can lead to project failure or poor service quality. Digitizing and automating work processes requires a more complex project of overhauling the underlying processes themselves, incorporating the institutional knowledge workers have developed about how to actually help clients. Digitization can also fail because it doesn’t take into account the ability of humans to home in on what’s important in a case file, using the kind of judgment and skill that computers have yet to replicate.
SECTION SIX: The Path Forward

- Technologies that replace or supplement human decision-making have raised significant concerns about how they might impact privacy, transparency, equity, and due process. Many people are skeptical about promises of advanced technologies’ impartiality and effectiveness. Algorithms have been pitched as a way to eliminate the role of human bias in decision-making, but they can also replicate the biases of their programmers or the underlying data used to program them (or even begin to generate their own biases).\(^\text{191}\)

There are many examples of automated decision-making systems reproducing and deepening existing structural inequalities, while users of such systems ignore evidence that the systems are producing faulty outcomes because they have been convinced that automation produces superior results to human decision-making.\(^\text{192}\)

- Many workers share the public’s concern about removing human judgment from decision-making processes, particularly when someone’s fundamental rights are at stake. Research on the use of sentencing algorithms found that even though judges retain ultimate discretion, the algorithms alter their decision-making in sometimes pernicious and unexpected ways.\(^\text{193}\)

Humans may overestimate the accuracy of technical decision-making systems, overriding their own judgment in favor of outcomes they are skeptical of, simply because they have been told that technologies are more reliable and unbiased. This means that humans are not necessarily effective safeguards against the poor outcomes of algorithmic tools.

- Governments don’t always have sufficient resources to responsibly introduce technologies—especially potentially controversial technologies such as ADM. This includes developing and funding internal expertise so that the complex issues raised by ADM technologies can be internally managed without relying on outsiders.\(^\text{194}\)

- New technologies should be integrated with existing accountability policies, but existing laws and policies are insufficient to manage many of these technologies. Furthermore, laws and policies created to manage these technologies need to be regularly reviewed and updated as technology evolves and the consequences become more clear. Some policymakers and advocates have pushed for moratoria on certain technologies—such as facial recognition software in schools—until a sufficient regulatory system can be introduced.\(^\text{195}\)

- All of the elements of good contracting practice are important for making sure technology adoption is done responsibly. But two obstacles can make it difficult: vendors keeping elements of the technology proprietary, and the limited internal IT expertise needed to evaluate the terms of contracts. While all types of government contracts can go over budget and fail to realize promised benefits, the complexity of IT contracting has led to many notorious examples of over budget projects that were ultimately abandoned or had to be redone. Indiana sought nearly half a billion dollars in damages when IBM’s modernization of its child welfare system failed.\(^\text{196}\)
In order to realize the potential of technology to contribute to the public good, governments need to be explicit about the expectations and risks of new technology projects, increase internal technical capacity, and develop technology-specific approaches to transparency and accountability. Over and over, stakeholders and researchers have emphasized the importance of involving both workers and clients in the development of technology, ongoing feedback and adjustment, and evaluation of its outcomes.

**Transparency**

Transparency about how technology is being used is important for clients, workers, and the general public. When governments develop or purchase technologies to interact with the public (such as chatbots) or direct decisions and resources, transparency about the structure of a program and how it’s performing is crucial to maintaining accountability and public trust. Advocates have created clear guidelines for more open contracting around complex technologies, so that the public and workers can understand how technology is being used.\(^{197}\)

Meaningful transparency—“explainability”—is an important factor in public acceptance of technologies like AI and ADMs.\(^{198}\) When governments are required to make available information about how technology is used, both the public and workers are empowered to ask questions about what impact technology will have on public services and the public good. Meaningful transparency doesn’t mean just revealing the code and mechanisms of these new systems; instead, there must be transparency about the entire process—both the technical and human elements. The public and workers should be informed at each stage of the technology adoption process—commissioning, building models, developing technical specifications, setting the relationship between humans and the technology, and specifying mechanisms for evaluation, disclosure, and revisions.\(^{199}\)

In addition to basic explainability of how the technology itself functions, governments should be able to answer questions about the impacts of technology: How does the new technology align with the mission of the organization? How will the technology change the way workers do their jobs? How will it change the ability of clients to access goods or services, and to reach a human worker if their needs are not being met? What data is being gathered and how it will be used? How will client data be used, and how will it be kept private?
Accountability

Providing clear answers to such questions is also necessary to ensure that governments are held accountable to citizens, and that technologies are evaluated in relation to both public values and the promised improvements. Public agencies are subject to rules intended to ensure that programs and processes meet important public goals including integrity, ethics, equity, and universal accessibility. Any technology implementation strategy should outline how new systems or processes will comply with these goals. Governments should be able to identify what aspects of public service the new technology is intended to improve and how the agency will assess whether a new technology has fulfilled anticipated improvements in service quality, efficiency, productivity, or other objectives. Governments should also have a clear process for gathering and analyzing feedback and correcting course if necessary.

Accountability systems should begin from the foundational expectations for public goods. One analysis of chatbot technology uses the idea of “public service values” to evaluate whether technologies are working appropriately. The framework includes several values in the context of technology: adaptability, user orientation, professionalism, effectiveness, efficiency, fairness, legitimacy, acceptability, openness, accountability, social license, privacy, trust in government, and collaborative intelligence. The extent to which technologies like chatbots can emulate the fairness and openness available in personal interactions is still evolving. As technologies increasingly replace human interaction, agencies need to ensure that the system continues to demonstrate the full range of public service values expected of a human agent.

Accountability frameworks may also use risk analysis to evaluate whether the potential impacts of a new technology will jeopardize the fundamental rights people expect to have when interacting with the government. In the case of automated decision-making systems, a risk analysis must consider the potential harm caused by the autonomy granted to technologies themselves and whether the systems have sufficient safeguards: To what degree do human employees retain the knowledge and ability to overrule and critique system outcomes? Do the decision-making parameters built into the system align with the expertise that would be used by skilled human workers?

Accountability mechanisms could be spelled out in policies governing the procurement of technology services, or as standalone policies governing the use of technology in the public sector. Several jurisdictions have already explored policies that require both accountability and transparency when governments adopt specific types of technologies. For example, a bill in Washington State would establish “guidelines for government procurement and use of automated decision systems in order to protect consumers, improve transparency, and create more market predictability.” The World Economic Forum has outlined key components of an AI procurement program that could address concerns about transparency, accountability, public input, and technological opacity.
Involving workers

Most of the legislative efforts to put in safeguards around government use of advanced technologies have focused on addressing concerns about bias and clients’ privacy; few of them mention workers. Centering workers in accountability strategies is important for two reasons: First, the success of new technologies will depend on having workers who understand and are bought into new systems. Second, workers are in the best position to document and explain how such systems will affect clients. Workers can help identify potential pitfalls and important safeguards in the launching of new technologies, based on their experience helping clients navigate existing systems. Workers—along with clients—are vital partners in identifying opportunities for technology to help government better serve more people in an era of growing needs and shrinking resources.

In worksites with strong union contracts, workers may be entitled to negotiate the impacts of new technologies. Collective bargaining agreements typically require that employers must “meet and confer” (i.e., negotiate within the terms of a contract) with workers over the impacts of new technologies: how they are phased in, how they are used to evaluate workers, what happens to tasks or jobs that are replaced by technology. A contract could require that new technologies not displace workers, or that the impacts be bargained. This will depend on the state’s specific labor laws and the terms of collective bargaining agreements. Strengthening public sector unions, which serves multiple purposes including reducing racial and gender wage gaps, could also serve to maximize the benefits of public sector technology use. Without such rights, workers may find themselves struggling to learn new technical systems while their non-technical expertise is simultaneously devalued. Employment and labor laws that protect workers from exploitation can increase the likelihood that employers will invest in technologies that enhance productivity instead of facilitating the suppression of worker autonomy and skill.

Worker training should be centered in discussions of public sector technology; researchers have found that employers’ approach to training affects the uptake of technology and its impacts on jobs. Building the training institutions necessary for developing important new technical skills to sufficiently support public sector technology use will take years, but it’s a project the public sector could choose to undertake. A focus on skills development could help address the stagnation of wages and growing inequality that is sometimes associated with expanded technology use in the workplace. Consultants are seeing this opening and are already marketing programs for technology skill development.

Ideally both workers and clients should be in the room when employers are explaining problems or needs to a vendor. Analyses of the many failed UI modernization efforts have led to recommendations for centering workers through modernization committees that bring both workers and customers into the design process.
Ensuring that technology brings productivity returns requires attention to the human contribution and interaction between workers and technologies.\textsuperscript{216} Development and implementation of new technology uses needs to focus not just on the technology itself but on the “human-technology” interface: how algorithms or ADM results are used by human workers at the end of the process.\textsuperscript{217} Too often, the ways that technologies will change how workers function—how they interact with clients, what skills they are using, what decisions they are making—are left out of technology planning. There are many examples of expensive technology projects that have failed because they were effectively unusable by workers.

\textbf{Conclusion}

Getting technology right in the public sector is a high stakes challenge. Many government processes determine fundamental quality of life issues: liberty versus incarceration, essential financial assistance, public safety, and custody of children. Governments also have access to enormous amounts of data; anything that puts citizen privacy at risk, or utilizes personal data in ways that promote distrust in government services, threatens the relationship between the public and its government. Cybersecurity threats and manipulation of data analysis to achieve political goals also pose challenges to legitimacy and confidence in government.

The relationship between the public sector and citizens rests on a foundational social compact: that the government will serve all people equitably, be available in times of crisis, and enable citizens to hold their government accountable to democratic decision-making. Used wisely, technology holds tremendous promise for strengthening the ability of governments to serve its citizens. Public sector workers are important stakeholders for ensuring that promise is fulfilled.
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